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Abstract

This paper presents a mood estimation algorithm based on facial ex-
pressions and postures using Computer Vision and Deep Learning. This
algorithm consists in two well-known modalities within Computer Vision:
facial expression recognition and pose estimation. Such algorithm can be
useful in a wide range of applications that may benefit from feedback re-
garding the mood of a user. A specific application that estimates the mood
of a speaker during a speech was used for testing the developed software.
The obtained results are preliminary, although promising in terms of ac-
curacy.

1 Introduction

Facial expressions, postures and gestures are visible indicators that
depict someone’s feelings. However, estimating these indicators using
Computer Vision still raises many challenges. For instance, most facial
expression recognition datasets were built around posed facial expressions
and controlled scenarios. As studied in [1], it is difficult to translate the
accurate results in controlled environments into real world scenarios. A
common strategy to face this problem is to perform a meticulous data pre-
processing. Normalizing the data usually leads to a significant improve-
ment on the accuracy of Machine Learning models. Postures and gestures
are important means to express emotions and to communicate behavioral
intentions. Although some studies seem to indicate that postures and ges-
tures contribute equally for emotion recognition [2], they are not being
explored as much as facial expressions within this research problem.

The main contribution of this work was to build a multimodal algo-
rithm capable of estimating mood. An example of an application for such
algorithm is also presented: estimating the mood of a speaker. This could
also be used, for example, to diagnose mental disorders, to monitor risky
driving behaviors, to improve marketing strategies based on the estimated
people’s reaction and to improve human-computer interaction.

2 Related Work

Deep Learning based algorithms have been really popular in the last
few years. This convergence towards Deep Learning is correlated with
overall better results in several areas, and Computer Vision is no excep-
tion. Regarding facial expression recognition, several recent papers claim
to have achieved around 98% accuracy in controlled environment datasets
using Deep Learning solutions. However, this high accuracy is still not
translatable to real world scenarios. Since most facial expression recog-
nition datasets are built around controlled environments and the subjects
are asked to pose certain facial expressions, the samples are somewhat
artificial. This discrepancy can be understood in a recent paper [3]: the
proposed solution attained 98.90% accuracy when testing on the Extended
Cohn-Kanade (CK+) dataset [4], but it only obtained 55.27% accuracy on
the Static Facial Expression in the Wild (SFEW) dataset [S]. The CK+
dataset was built around a controlled environment and posed facial ex-
pressions, while the SFEW dataset was built around uncontrolled envi-
ronments. Head pose variation, different lighting conditions and posed
facial expressions are the main contributors to such discrepancy. How-
ever, there is an Emotion Recognition in the Wild Challenge (EmotiW)
that has been stimulating solutions for uncontrolled environments in facial
expression recognition. The recent winners of this challenge are mainly
building multimodal classifiers and performing face and intensity normal-
ization. They have pushed the state-of-the-art accuracy on facial expres-
sion recognition in uncontrolled environments to 63.39% [6].

Regarding pose estimation, there are several Deep Learning solutions
that are able to accurately return keypoints corresponding to the associ-
ated body parts. With these keypoints and their association through time,

it is possible to extract relevant information regarding posture and ges-
tures. The state-of-the-art pose estimation algorithms’ accuracy ranges
from 69% to 80%, reflecting some unsolved challenges of pose estima-
tion: occlusions and body parts association. PoseNet [7], which was the
used model for this work, was trained on a ResNet and a MobileNet. The
ResNet model has a higher accuracy, but its deep architecture is not ideal
for real time applications. On the other hand, the MobileNet model is
smaller, providing faster predictions but with less accuracy. In the interest
of reducing the processing time, the MobileNet version was considered
for this work. When PoseNet processes an image, what is returned is a
heatmap along with offset vectors that can be decoded to find high confi-
dence areas in the image, resulting in 17 keypoints.

3 Proposed Approach

Since real time performance was one of the goals of this work, a sim-
ple CNN was designed for facial expression recognition. Figure 1 illus-
trates the proposed CNN architecture.
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Figure 1: Proposed CNN architecture for facial expression recognition.

This CNN architecture receives as input a 48 x 48 grayscale image
since facial expression recognition models tend to perform better for this
resolution and higher [8]. The rest of the architecture is standard, consist-
ing of two convolutional layers, two max-pooling layers, three batch nor-
malization layers and one fully connected layer with a dropout layer. The
CK+ dataset was used for training. Before the training step, the dataset
was pre-processed by applying rotation correction, cropping, intensity
normalization, histogram equalization and smoothing, respectively. Fi-
nally, the CNN was trained with the Adam optimizer. Class weights were
calculated to deal with the unbalanced data for each class. The batch size
was set to 32 and the training data was shuffled in each epoch. The train-
ing step was done for 100 epochs and the weights that presented the best
validation accuracy were saved. It is possible to observe in Figure 2 that
the proposed CNN achieved 93% validation accuracy and did not overfit.
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Figure 2: Training step results of the facial expression recognition model.

Regarding pose estimation, it was implemented the pre-trained Mo-
bileNet model of PoseNet as mentioned in Section 2. As a potential ap-
plication for the developed software, estimating the mood of a speaker
was considered. Being confident during a speech is often correlated with
a good understanding of the topic. A study suggests that having an ex-
pansive body posture is often correlated with dominance, power and con-
fidence, while not having an expansive body posture often reflects low
self-esteem and apprehension [9]. Therefore, in this work, the expansive-
ness of a speaker is estimated from the keypoints returned from PoseNet.



It is possible to estimate the expansiveness of a speaker by calculating
a ratio between the occupied area [10] and the minimum area that the
speaker could be occupying. It can be calculated as follows:

Amin = ‘KYmax 7EYmin| X |SXmax - SXmin| (1)
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Where E represents the eyes keypoints, S represents the shoulders
keypoints, K represents the minimum and maximum keypoints and A rep-
resents the area of the bounding box. The minimum area ratio is 1 and the
maximum area ratio was truncated to 5. Regarding the facial expression
recognition model, it returns one of the six basic emotions (anger, disgust,
fear, happiness, sadness, surprise) or the neutral expression.

4 Results and Discussion

A 1-minute segment of a speech given by Professor Anténio J. R.
Neves in TEDxAveiro 2019 was used for testing the developed software.
When processing the segment with the facial expression recognition model,
it was observed that the facial motion of the speaker when he was giv-
ing the speech, mainly mouth movement and head pose variation, con-
tributed to some false positives. During the whole segment, the speaker
presented a neutral expression, however the facial expression recognition
model only detected that expression 50% of the times. This confirms the
challenge of uncontrolled environments in facial expression recognition
discussed in Section 2. Figure 3 illustrates some false positives triggered
by the mouth of the speaker combined with different head poses.
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Figure 3: False positives of the facial expression recognition model. From
left to right: anger, disgust, fear, happiness, sadness and surprise.

Regarding pose estimation, the segment was successfully processed
with PoseNet, which returned the necessary keypoints for estimating the
expansiveness of the speaker. Figure 4 illustrates an example of a pro-
cessed frame.

Figure 4: Processed frame from the TEDxAveiro speech segment.

The body lines represent the body parts detected by PoseNet and their
keypoints, while the bounding box represents the current area occupied
by the speaker, as discussed in Section 3. It can be observed that the
bounding box is properly drawn, taking into consideration the horizontal
extremities and the vertical extremities: Ky,,;, is the Y-coordinate of the
eyes, Kymax 1s the Y-coordinate of the legs, Kx;i, is the X-coordinate of
the left elbow and Ky, is the X-coordinate of the right elbow (see Equa-
tion 2 from Section 3). During the whole segment, the speaker’s posture
was the same as Figure 4, which was not expansive. The calculated ex-
pansiveness using Equation 3 from Section 3 was 1.59.

Since the minimum expansiveness is 1 and the maximum expansive-
ness value is 5, it is possible to adapt the facial expression recognition
output to the pose estimation output. Table 1 attempts to adapt the fa-
cial expression categories to numeric values and Table 2 shows the fusion
between the facial expression and expansiveness values with proposed la-
bels.

Category [ Value ‘
Negative (anger, disgust, fear, sadness) 1
Neutral (neutral, surprise) 3
Positive (happiness) 5

Table 1: Numeric values of the facial expression categories.

| Fusion |  Label |
1 Anxious
3 Comfortable
5 Confident

Table 2: Fusion between the two modalities and their labels.

Since the calculated expansiveness was 1.59 and the estimated fa-
cial expressions were 56.5% neutral, 43% negative and 0.5% positive, the
mood of the speaker can be calculated through the following Equation:

Expansiveness + (Negative + Neutral x 3 + Positive X 5)
2

Mood = 4

Using Equation 4, the estimated mood was 1.87, which is some-
where between anxious and comfortable (see Table 2). This value is
reasonable since the speaker revealed that he was nervous and anxious
about the speech, but at the same time he was comfortable since he is an
expert on the topic.

The two explored modalities for mood estimation are promising, how-
ever in order to increase the trustworthiness of the developed software, it
is necessary to improve the facial expression recognition model in uncon-
trolled environments, as well as adding more relevant modalities, such as
tone of voice and movement.
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