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Abstract

In this paper, we study and implement a method to detect ships during
maritime surveillance missions. We implement a cascade model with a
detection part followed by a segmentation stage. We use two convolu-
tional neural networks, one for each section. With detection, we select
the most likely regions to contain a ship, and after we segment those re-
gions to identify the targets. We train the model with maritime datasets,
and then we test it on the Airbus Ship detection challenge. The cascade
model is capable of real-time ship segmentation, achieves a score of 0,82
in the challenge, and processes one image in 0,1 seconds.

1 Introduction

Maritime surveillance is a need for a country with a coast to prevent, dis-
courage, and punish catastrophic and illegal events. Therefore, it is nec-
essary to control all maritime activities. According to [1], Portugal has
a coast with 943 kilometers and an exclusive economic zone (EEZ) with
almost two million square kilometers divided into three regions. So, due
to the amount of area, it is crucial to develop efficient and cost-effective
tools. Unmanned Aerial Vehicles (UAVs) are flexible and extensible sys-
tems that can incorporate a vast number of sensors [2]. With them, we
release a considerable amount of human resources. Image segmentation
breaks the image down into meaningful regions, and we can separate a
ship from the rest of the frame and estimate the ship size and route. Then,
it is possible to compare the data with the automatic identification sys-
tem (AIS). Plus, after applying segmentation, we can use techniques on
the pixel level to improve ship detection performance. Object segmen-
tation is a challenging task, especially when we are using images cap-
tured by UAVs because it is affected by factors like scale, perspective,
and illumination variations. Images with glare and waves may confuse
the model, which makes the segmentation task harder. The goal of this
work is to implement an automatic real-time maritime surveillance sys-
tem using drones with onboard cameras.

The main contribution is the development of a two stages system to
perform ship segmentation. We present a cascade model with detection
and segmentation, which makes the ship identification faster. The al-
gorithm has two different stages: first, we use a fast detection network
to search for possible ship locations regions, then we pass these regions
through a segmentation network, thus narrowing the image region where
segmentation is performed, which significantly improves the overall im-
age processing time.

2 Related work

Since 2012, when A. Krizhevsky et al. [3] trained a convolutional neural
network (CNN) on ImageNet and achieved outstanding results, the use of
deep learning methods for detection and segmentation has increased expo-
nentially. They have shown that with more layers (more depth), networks
exhibit significant performance improvement. In detection algorithms, we
try to generate a bounding box (BB) around the detected objects. In [4],
R-CNN, Region with CNN features, takes an image as input and identifies
where the primary target is. [5] presents a different approach to perform
object detection with a network called YOLO - You Only Look Once.
They treat object detection as a regression problem to separate BBs and
to associate class probabilities. YOLO applies a single CNN to the full
image, divides the image into regions, predicts BBs, and a score for each
one.

Figure 1: Segmentation system global architecture.

To successfully train a deep neural network many training samples are
required. [6] presents an architecture and a training strategy with effective
use of data augmentation to use the available training samples efficiently.
The classification network proposed, U-Net, performs image segmenta-
tion by class and predicts a mask, which separates all the objects. This
network has a U structure, and on the left side is done a contracting path
to capture context, encoder. The right side has an expanding part that
enables precise localization.

The authors of [7] use recorded detect data to help to detect a vessel.
They investigate how temporal features could improve ship detection in
video sequences captured by small aircraft. So, they build a convolutional
Long short-term memory to learn those features and increase ship de-
tection. [8] proposes a ship detection method in challenging surveillance
conditions. They track vessels with a correlation filter complemented with
image segmentation. To compensate for drifts in the correlation filter,
they apply blob analysis to re-center the target in the tracking window.
[9] presents a robust detector for aerial images. They modify a CNN and
create tracks with the successive detections to predict the position of the
objects in future frames.

3 Methodology

Our algorithm contains two phases: first, it applies image detection to
identify possible locations of the ship, and then, these regions are seg-
mented to check if there are ships. With these two parts, we intended to
turn the segmentation task faster and better because we discard a consid-
erable amount of background. So, now we are focused on segmenting
particular regions of the image with a high probability of containing a
ship. Then, the possibility of over-segmentation and miss segmentation
will decrease. Figure 1 shows the system global architecture.

Our approach uses a detection network before segmentation to delete
a considerable part of the image background. So, the cascade model with
detection and segmentation has to be quicker than full image segmen-
tation. We will use the YOLO network since it can process images in
milliseconds, and it is computationally efficient. We implemented the
YOLO-tiny version, which has 24 layers, and most are convolutional and
max-pooling layers. In YOLO, we can adjust the detection threshold:
when we set it to a specific value, the network only displays objects de-
tected with a confidence score above that value. So, we can build a rigid
detection model which only detects objects with a high detection prob-
ability or a permeable model that detects objects with a low confidence
score. In the first case, we could miss a vessel in the image, and in the
second case, the network can identify ocean regions as a ship. In this first
stage, it is necessary to have a high recall. Even if we get some false
positives, there is no problem because, in the segmentation stage, we will
filter them. Therefore, regions with waves or sun glare are mostly like to
be in the region proposals. These areas can be easily confused as a ship.
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Dataset Recall True Positive False Negative False Positive
kaggle 0,9 63 7 504
Seagull 0,86 115 19 1233

Table 1: Detection network results with a threshold=0,001.

Label Dataset NoBB IoU
From dataset Kaggle 382 0,94

Our Kaggle 386 0,89
Our Seagull 494 0,91

Table 2: Segmentation results with encoder densenet121.

Next, we need to identify the ship using segmentation. Thus, we pro-
cess an image to identify a class for each image pixel. In our case, there
are two labels: background and ship. Following that, we find a cluster that
represents the vessel, and we can get the target size and shape. We use
the U-Net to perform semantic segmentation because it is efficient and
produces good results with few training samples. In image segmentation,
we have to convert the feature map into a vector to classify the pixels
and then reconstruct the image from this vector. U-net uses the same
feature maps that are used for the contraction to expand the vector to a
segmented frame. Then, we preserve the structural integrity of the image
and decrease the output distortion. Networks like U-net have an encoder-
decoder architecture. For the encoder, we will use different architectures
and study how it affects performance. Sometimes we have multiple BBs
per image, and we need to group them to reconstruct the full segmented
mask. We use the BB mask aggregator module.

4 Experiments

Since we are using deep learning methods, we need to train both net-
works with samples. So, we used RGB images from the Seagull and
Kaggle dataset, [10] and [11], respectively. Once we have two networks,
we divided the training phase into two steps. First, we trained the YOLO
network with images from both datasets, 45000 each. Then, we passed
a set of 20000 images through YOLO, and we used the BBs results to
train the U-net. For both networks, we split the set in 70%-30% for train-
ing and validation. Plus, for segmentation, we tried multiple encoders,
like ResNet, Densenet121, and Inceptionresnetv2, all pre-trained on Im-
ageNet. Additionally, we tested various loss functions, focal, dice, and
cross-entropy losses, also varying the batch size.

We trained and tested both networks using a Keras implementation
with Tensorflow, running on an Nvidia GTX1070 Ti. As a test set, we
chose images from both datasets, 575 frames. Since in the Seagull dataset,
the label is a BBs, we had to segment each image manually. Furthermore,
we tested our cascade model in the Airbus Ship detection challenge [11].
We submitted the segmentation results for a set of images, then based on
the f2-score and IoU metrics, we got a Kaggle score.

5 Results

To evaluate our method, we tested both networks. For the detection stage,
we searched for the best threshold value, with th=[0,00001; 0.5]. Table
1 shows the accuracy and recall for the best threshold, th=0,001. Despite
a high number of BBs provided by YOLO, we remove between 93-95%
of the background image, which turns the next stage quicker. To evalu-
ate the segmentation task, we passed through the U-net the BBs from the
detection network. Table 2 shows the IoU result for three test sets with
densenet121 as an encoder, batch size of 16, and a combination of focal
and weighted dice losses. Plus, we submitted our solution to the Kaggle
challenge, and we compared it with full image segmentation. Table 3 dis-
plays the difference between the two methods, and the cascade model has
a better score in less time. According to [11], the best method achieved
a score of 0.85, and our method got a lower score, 0,82. However, we
decreased the processing time per image by reducing the search space in
the segmentation stage. The proposed model provides real-time ship seg-
mentation, by achieving an average processing rate of 10 images second.

Method Kaggle score Time/image [s]
Full image segmentation 0,71 1,47

Detection + Segmentation 0,82 0,1

Table 3: Airbus kaggle challenge results.

6 Conclusions

This paper presents a contribution to performing fast and accurate mar-
itime ship segmentation. This method has two main stages, in the first
part, we extract possible ship location regions, and then we segment these
regions to identify the ship. The initial stage allows removing unnecessary
parts of the image to identify the target, which speeds up the segmentation
part. In aerial images, a ship is a small target, and it is easily confused with
the background. With this cascade model, we decrease detection failures
and improve the segmentation mask. We tested our method on the Airbus
Ship detection challenge, and we achieved a score of 0,82. The best re-
sults got a score of 0,85 in the challenge. However, our cascade model is
capable of real-time detection since, on average, an image is processed in
0,1 seconds.
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