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Abstract

This paper aims to evaluate CSE-CIC-IDS2018 network intrusions dataset
and benchmark a set of supervised bioinspired machine learning algo-
rithms, namely CLONALG Artificial Immune System, Learning Vector
Quantization (LVQ) and Back-Propagation Multi-Layer Perceptron (MLP).
The results obtained were also compared with an ensemble strategy based
on a majority voting algorithm. The results obtained show the appropri-
ateness of using the dataset to test behaviour based network intrusion de-
tection algorithms and the efficiency of MLP algorithm to detect zero-day
attacks, when comparing with CLONALG and LVQ.

1 Introduction

Computer networks security encloses a wide set of technologies to protect
the assets and the users operation. Due to its operating mode, Intrusion
Detection System (IDS), namely those based on behaviour analysis, are
able to detect, with some degree of accuracy and in a timely manner, zero-
day attacks and vulnerabilities exploits, to further apply countermeasures.
In this paper we intend to evaluate a set of bioinspired algorithms already
developed and implemented by Machine Learning (ML) tools. The major
contributions can be summarized as follow: i) an open source framework
and processing flow, based on WEKA [1], to ingest and process CSE-CIC-
IDS2018 dataset; ii) an open source tool to automate the tests carried on
with CLONALG [2], LVQ [3] and Backpropagation-MLP [4] classifiers;
iii) a comparison between the results obtained individually by each of the
bioinspired algorithms with those achieved by an ensemble approach with
the same models, using majority voting strategy. This paper is organized
as follows: Section 2 describes the key concepts for this work. The tests
setup is described in section 3, the results are presented in section 4 and
further analysed in section 5. Conclusions and future work are described
in section 6.

2 Background

IDS can be classified according to the object of analysis (host-based or
network-based) and according to the detection method (behaviour-based
or signature-based). Behaviour-based IDS aim to overcome the limita-
tions observed on those that are signature-based, namely its inability to
detect patterns that are not in a predefined signature database. These sys-
tems analyse traffic and try to define a normal network behaviour to fur-
ther identify deviations that are considered anomalous traffic and, there-
fore, reported as possible positive examples [5].

Bioinspired ML algorithms are a set of algorithms whose operation
is mimicked on systems or mechanisms from the nature or the human
body. Some typical applications and analogies are the neural networks,
inspired by the functioning of the human brain; the evolutionary and
DNA computing, based on theories of evolution that leads to genetic al-
gorithms; the Artificial Immune Systems (AIS), which takes inspiration
on the vertebrate immune system, namely its adaptive part [6]. Regarding
Artificial Neural Networks (ANN) algorithms, in this work we have used
Back-propagation Multi-Layer Perceptron (MLP) [4] and Learning Vec-
tor Quantization (LVQ) [3]. From the whole plethora of immune-inspired
algorithms [7], the one chosen for this work was CLONal selection AL-
Gorithm (CLONALG) [2].

The tests were carried out with the CSE-CIC-IDS2018 public dataset1.
Despite being recent, CSE-CIC-IDS2018 dataset is very well organized

1https://registry.opendata.aws/cse-cic-ids2018/

and is now starting to be widely used by the scientific community to
benchmark IDS. It includes a wide range of attacks, executed with differ-
ent tools, organized in a timeline and mixing both normal and anomalous
network packet flows. The traffic was dynamically generated, with the
purpose of simulating a corporate network.

Due to the wide variety of attacks and the deluge of data available,
we have defined a subset of attacks that could better test the detection of a
previously unseen attack. The choice was also based on the diversity and
amount of data related to each attack. Table 1 describes the characteriza-
tion of the attacks used in the experiments carried on in this paper.

Table 1: Network attacks characterization
Date Time Type of attack Software Tool # flowsBegin End

16/02/2018
10:12 11:08 DoS SlowHTTPTest 139890
13:45 14:19 DoS Hulk 461912

21/02/2018
10:09 10:43 DDoS LOIC-UDP 1730
14:05 15:05 DDoS HOIC 686012

The number of normal traffic flows available at each date is 446772
and 360833 respectively for 16/02/2018 and 21/02/2018.

3 Tests setup

We have carried out four test scenarios, as can be seen on table 2.

Table 2: Test scenarios

Scenario Training Testing
Date Traffic Date Traffic

1 16/02/2018 Normal+Attack1 16/02/2018 Normal+Attack2
2 16/02/2018 Normal+Attack1 21/02/2018 Normal+Attack1
3 16/02/2018 Normal+Attack2 21/02/2018 Normal+Attack2
4 16/02/2018 Normal+Attacks 21/02/2018 Normal+Attacks

The tests were performed on a subset with 200,000 instances, that is
network flows. From that value, 70% (140,000 records) of them constitute
the training dataset and the remaining 30% (60,000 records) are part of the
testing dataset. The training set records are selected from the training data
file and the test set records are selected from the test data file. Each test
scenario was then run ten times, with independent data for each iteration,
but the same for the three algorithms in each iteration.

Besides the three algorithms mentioned above, we have also consid-
ered an ensemble of the models generated by the three algorithms, in
which the decision strategy is based on the criterion for majority deci-
sion, also known as majority voting.

The methodology used to run the experiments consists of four main
phases: input data ingestion, data preprocessing, data processing and pre-
sentation of results (see figure 1).

Figure 1: Methodology

The preprocessing phase deals with issues like removing unnecessary
attributes, normalizing data, reducing the number of classes by aggre-
gating every class not being "Benign" as malicious traffic and dealing
with missing values by replacing them with the average value for each
attribute. These tasks were essentially accomplished through WEKA [1]
and Orange [8] open-source applications.
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The preprocessed dataset is then processed by the algorithms in both
training and testing phases. We have used WEKA for that purpose and
have also developed an application to automate the tests for any dataset
that meets the requirements2.

4 Results

Tables 3 through 6 show the results obtained for each of the scenarios
listed in Table 2. For a given algorithm, the values of each metric corre-
spond to the arithmetic mean of the values obtained for all the ten itera-
tions.

Table 3: Results for scenario 1
Algorithm TPR TNR FPR FNR Precision Recall Accuracy F1

CLONALG 0,0306 0,9997 0,0003 0,9694 0,9895 0,0306 0,5071 0,0593
LVQ 0,0306 0,9996 0,0004 0,9694 0,9889 0,0306 0,5071 0,0593
MLP 0,0001 1,0000 0,0000 0,9999 1,0000 0,0001 0,4917 0,0001

Ensemble 0,0306 0,9997 0,0003 0,9694 0,9895 0,0306 0,5071 0,0593

Table 4: Results for Scenario 2
Algorithm TPR TNR FPR FNR Precision Recall Accuracy F1

CLONALG 0,0080 0,6537 0,3463 0,9920 0,0337 0,0080 0,6506 0,0103
LVQ 0,7025 0,0031 0,9969 0,2976 0,0034 0,7025 0,0065 0,0067
MLP 0,0000 0,9998 0,0003 1,0000 0,0000 0,0000 0,9950 0,0000

Ensemble 0,0080 0,6537 0,3463 0,9920 0,0337 0,0080 0,6506 0,0103

Table 5: Results Scenario 3
Algorithm TPR TNR FPR FNR Precision Recall Accuracy F1

MLP 1,0000 0,9998 0,0002 0,0000 0,9999 1,0000 0,9999 0,9999
CLONALG 1,0000 0,0026 0,9974 0,0000 0,6559 1,0000 0,6562 0,7922

LVQ 1,0000 0,0004 0,9997 0,0000 0,6554 1,0000 0,6554 0,7918
Ensemble 1,0000 0,0026 0,9974 0,0000 0,6559 1,0000 0,6562 0,7922

Table 6: Results for Scenario 4
Algorithm TPR TNR FPR FNR Precision Recall Accuracy F1

MLP 0,8977 0,9996 0,0004 0,1023 0,9284 0,8977 0,9327 0,8987
LVQ 1,0000 0,0008 0,9992 0,0000 0,6560 1,0000 0,6561 0,7923

CLONALG 0,9992 0,0030 0,9970 0,0008 0,6564 0,9992 0,6564 0,7923
Ensemble 0,9992 0,0033 0,9968 0,0008 0,6564 0,9992 0,6565 0,7923

5 Results Analysis

The purpose of the tests was to simulate the detection of a zero-day attack,
by using the CSE-CIC-IDS2018 dataset. It is appropriate to mention that
a network attack is essentially an anomaly to the normal network traffic
behaviour. It may be seen, for example, as a high traffic volume in a
short period of time, so it might be important to identify the parameters
that allow the system to detect these examples. Some of these parameters
could be the number of packages per time interval or the time interval
between each package.

Regarding the ensemble classifier, as we can see in the results, given
that two of the three classifiers always present very unfavorable results,
the contribution of the ensemble, if any, is not significant.

The results are promising in some way, as the tools used in the attacks
have produced patterns with some resemblance, thus making it possible
for a behaviour-based IDS to use these algorithms to be able to identify a
zero-day attack.

In scenarios 1 and 2, despite having a low True Positive Rate (TPR),
the CLONALG algorithm stands out, together with the ensemble, as can
be seen from the F1 values. The MLP algorithm has shown to be inca-
pable of handling with this kind of traffic, only correctly identifying the
overwhelming majority of normal traffic.

In contrast, in scenario 2, the LVQ algorithm presented the highest
TPR in the scenario, despite failing to identify normal traffic (lowest True
Negative Rate (TNR) value in the scenario).

In scenarios 3 and 4, we can depict the predominance of the MLP
algorithm, with high F1 values, very close to 100% in scenario 3.

In scenario 3, as can be seen in the table 5, all algorithms correctly
identified all malicious traffic (TPR = 1), which may be related to the
similarity of traffic patterns generated by the respective tools. With regard

2https://github.com/paulo-ferreira-mcif/benchmarkids

to normal traffic, only MLP performs well, with TNR very close to 100%,
while the other algorithms have a very residual identification.

In scenario 4, despite the great diversity of malicious traffic both in
the training and testing phases, the traffic generated by the two tools in
each type of attack has no significant advantage when compared to the
results obtained in scenario 3. In fact, the performance of MLP, translated
by the F1 value, drops by about 10%, whereas, in the other algorithms,
there is little improvement.

6 Conclusions and Future Work

In this paper we have described a methodology to test bioinspired machine
learning algorithms, against the recent and promising CSE-CIC IDS-2018
dataset. We described the dataset and the methodology used to process
the four scenarios defined in each module. To fully automate the tests we
have made available a tool developed with WEKA Java API.

We have sought to obtain statistical significance by running the tests
ten times for each algorithm. The parameters set used in each algorithm
was obtained empirically, combining the requirements of the algorithm
itself and the data to be analysed.

In the first two scenarios, the highlighted algorithm is CLONALG,
although the TPR is quite low, while MLP algorithm reveals poor per-
formance. Despite correctly identifying the overwhelming majority of
normal traffic, it clearly fails to identify malicious traffic. In the scenar-
ios 3 and 4, the MLP performance is promising, with F1 and TPR values
above 89%.

In addition to results obtained by each algorithm individually, an en-
semble classifier was also implemented, which, using a majority voting
strategy, had no significant influence in the final results. The future work
includes the optimization of the parameters set and the processing of oth-
ers datasets derived from CSE-CIC IDS-2018 dataset, with different at-
tacks for training and testing.
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