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This work addresses the problem of unknown fingerprint presentation attacks by applying a

regularization technique based on an adversarial training and representation learning specifically

designed to improve the presentation attack detection (PAD) generalization capacity of the model to

any type of attack. In the adopted approach, the model jointly learns the representation and the

classifier from the data, while explicitly imposing invariance in the high-level representations regarding

the type of attacks for a robust PAD.
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Method
Cross Match Digital Persona Green Bit Average

APCER BPCER@5 APCER BPCER@5 APCER BPCER@5 APCER BPCER@5

Proposed CNNreg 1.07 4.65 0.60 3.85 0.60 2.93 0.76 3.81

LivDet2015 [1, 2] 1.68 ≈ 0.80 0.60 ≈ 10.00 4.00 ≈ 5.00 2.09 ≈ 5.27

Park et al [3] 0.00 - 11.00 - 8.00 - 6.33 -

Method
Average of all 5 sensors

APCER BPCER@5 EER

MLP 0.21 2.23 1.90

MLPreg 0.43 1.71 1.68

CNN 4.12 12.09 7.67

CNNreg 0.81 3.79 2.13

- Overall, the regularization technique improves

the PAD robustness of both the models (MLP

and CNN).

- MLP achieved slightly better performance than

the CNN, but increasing the amount of training

data will certainly increase the performance of

the second approach (end-to-end).

- Regularized CNN model

outperformed the state of

the art solutions against

unseen attacks.
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The Encoder Network tries to generate representations that worsen the performance of the PAISp Classifier but that are at the 

same time good for the Task Classifier, theoretically leading to a more general model that is less dependent on the PAISp and, 

consequently, more robust to unknown attacks.
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