
Daniel Canedo and António J. R. Neves
IEETA – Institute of Electronics and Informatics Engineering of Aveiro, University of Aveiro

E-mails: {danielduartecanedo, an}@ua.pt

1. Introduction 3. Postures

2. Facial Expressions

4. Results and Discussion

5. Conclusion and Further Work

This work presented a mood estimation algorithm based on facial expressions and postures

using Computer Vision and Deep Learning. Using the keypoints of the body pose estimation,

it was possible to estimate the expansiveness of a speaker, and using a simple CNN network

trained with the CK+ dataset, it was possible to recognize his facial expressions. Using these

two modalities, the mood of a speaker was estimated. As for future work, it is necessary to

improve the facial expression recognition model in uncontrolled environments, as well as

adding more relevant modalities, such as tone of voice and movement. The developed

software also needs extensive testing to validate its accuracy.
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Pose Estimation

PoseNet [2] – Vision model
that is able to estimate the
pose of a person by estimating
where are the key body joints.

Implementation – The
MobileNet version was
implemented to cope with real 
time performance.

A 1-minute segment of a speech given by Professor António J. R. Neves in TEDxAveiro 2019

was used for testing the developed software. When processing the segment, it was observed

that the facial motion of the speaker when he was giving the speech, mainly mouth

movement and head pose variation, contributed to some false positives. During the whole

segment, the speaker presented a neutral expression, however the facial expression

recognition model only detected that expression 50% of the times.

Expansiveness

Idea - Having an expansive body posture is often correlated with dominance, power and 
confidence [3].

Since real time performance was one of the goals of this work, a simple convolutional neural

network (CNN) was designed for facial expression recognition. The CK+ dataset [1] was used

for training. Before the training step, the dataset was pre-processed by applying rotation

correction, cropping, intensity normalization, histogram equalization and smoothing,

respectively. The proposed CNN achieved 93% validation accuracy:

Expansiveness calculation - Ratio 
between the occupied area [4] and the 
minimum area that the speaker could be 
occupying:

𝐴𝑚𝑖𝑛= 𝐾𝑌𝑚𝑎𝑥− 𝐸𝑌𝑚𝑖𝑛 × 𝑆𝑋𝑚𝑎𝑥− 𝑆𝑋𝑚𝑖𝑛

𝐴𝑐𝑢𝑟𝑟𝑒𝑛𝑡= 𝐾𝑌𝑚𝑎𝑥− 𝐾𝑌𝑚𝑖𝑛 × 𝐾𝑋𝑚𝑎𝑥− 𝐾𝑋𝑚𝑖𝑛
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False positives. From left to right: anger, disgust, fear, happiness, sadness and surprise.

Emotion distribution for the whole segment.

The segment was successfully processed with PoseNet and the expansiveness was calculated

using the 𝐴𝑟𝑎𝑡𝑖𝑜 equation. The calculated expansiveness was 1.59.

Processed frame from the segment.

Category Value
Negative (anger, disgust, fear, sadness) 1

Neutral (neutral, surprise) 3
Positive (happiness) 5

Fusion Label
1 Anxious
3 Comfortable
5 Confident

Fusion approach.

The mood of the speaker was then calculated using the following equation:

𝑴𝒐𝒐𝒅 =
𝐸𝑥𝑝𝑎𝑛𝑠𝑖𝑣𝑒𝑛𝑒𝑠𝑠 + (𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝑁𝑒𝑢𝑡𝑟𝑎𝑙 × 3 + 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 × 5)

2

The estimated mood was 1.87, which is somewhere between anxious and comfortable. 
This value is reasonable since the speaker revealed that he was nervous and anxious 
about the speech, but at the same time he was comfortable since he is an expert on the 
topic. 


