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Preface

This volume contains the collection of papers accepted for RecPad 2020. RecPad is the annual Portuguese Conference
on Pattern Recognition, promoted by APRP (Portuguese Association for Pattern Recognition). It is a one-day conference
that aims to promote the collaboration between the Portuguese scientific community in the fields of Pattern Recognition,
Image Analysis and Processing, Soft Computing and related areas. Topics include (but not limited to):

• Statistical, structural, syntactic pattern recognition;

• Neural networks, machine learning, data mining;

• Discrete geometry, algebraic, graph-based techniques for pattern recognition;

• Signal analysis, image coding and processing, shape and texture analysis;

• Computer vision, robotics, remote sensing;

• Document processing, text and graphics recognition, digital libraries;

• Speech recognition, music analysis, multimedia systems;

• Natural language analysis, information retrieval;

• Biometrics, biomedical pattern analysis and information systems;

• Special hardware architectures, software packages for pattern recognition.

On its 26th edition, RecPad 2020 was organized by the University of Évora and held as a remote event on October 30,
2020. In this edition 53 papers were accepted for poster presentation and the best 5 submissions were selected for oral
presentation. Besides the oral and poster sessions, RecPad 2020 also featured:

• an invited talk by Dr. Hubert Shum, titled "Machine Learning for Human Data Modelling and Analysis";

• prizes for the best oral presentation and best poster sponsored by DECSIS.

We would like to express our appreciation to all the authors and members of the scientific and organizing committees
which were a key contribution to the success of this conference - our big Thank You!
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Invited Speaker

Hubert P. H. Shum - Durham University
http://hubertshum.com
Biography
Dr Hubert P. H. Shum is an Associate Professor in Com-
puter Science at Durham University. Before this, he
worked as the Director of Research/Associate Profes-
sor/Senior Lecturer at Northumbria University, a Postdoc-
toral Researcher at RIKEN Japan, and a Research Assis-
tant at the City University of Hong Kong. He received his
PhD degree from the University of Edinburgh, his Master
and Bachelor degrees from the City University of Hong
Kong. He led funded research projects as the Principal
Investigator awarded by EPSRC, the Ministry of Defence
(DASA) and the Royal Society. This facilitated him to
develop his research team and to collaborate with interna-

tional researchers from the UK, China, France, Japan and India. To engage the academic and industry networks, he led
his team hosting important conferences such as BMVC and ACM SIGGRAPH Conference on MIG. Contributing to the
research community, he has served as an Associate Editor for Computer Graphics Forum, a Guest Editor for International
Journal of Computer Vision, and a Program Committee member in 15 conferences such as CVPR, Eurographics, Pacific
Graphics. He has published over 100 research papers in the fields of computer graphics, computer vision, motion analysis
and machine learning, particularly focusing on the modelling of human-related data. More information can be found on
http://hubertshum.com.

Title:
Machine Learning for Human Data Modelling and Analysis

Abstract:
Taking advantage of the recent advancement in machine learning and the availability of big data, computers have become
smarter than ever in understanding complicated data. In this talk, I will focus on the modelling and analysis of human
data, which can be represented in formats such as images, video, 3D movement and surfaces. Such data is core to a
wide spectrum of research fields including computer vision (e.g. action recognition, pose estimation, 3D reconstruction),
computer graphics (e.g. character animation, crowd simulations) and biomedical engineering (e.g. diseases diagnosis,
motion analysis). Modelling human data effectively is a challenging problem as it is high dimensional in nature and
diverse in representations. I will talk about how machine learning techniques can be used to take on the challenge to
come up with novel models that enable robust applications. In particular, I will discuss how state-of-the-art deep learning
provides a powerful framework for large-scale human data modelling and analysis. Finally, I will share some insights into
future research opportunities and interesting research directions in this area.



Training Convolutional Neural Networks to be Background Invariant

Ricardo Cruz
ricardo.p.cruz@inesctec.pt

Jaime S. Cardoso
jaime.cardoso@inesctec.pt

INESC TEC
Faculty of Engineering, University of Porto
Portugal

Abstract

Convolutional neural networks have been shown to be vulnerable to changes
in the background. For example, a CNN trained using objects on top of
a blue background often performs terribly when evaluated using a green
background. The proposed method is an end-to-end method that aug-
ments the training set by introducing new backgrounds during the train-
ing process. The novelty is that these backgrounds are created on-the-fly
using a generative network that is trained as an adversary to the model.
The adversary dynamics ensures that the model has seen a wide range
of backgrounds. The method is experimented with using MNIST and
Fashion-MNIST as test cases.

1 Introduction

Possibly due to the fact that neural networks learn from static images,
and so do not have to deal with depth as us humans, they have a brittle
understanding of what an object is and are vulnerable to changes in the
background – for example, when there is a mismatch in the background
between the training and test sets, performance degrades terribly, as ex-
emplified by Figure 2. In that case, the classifier is trained with digits in
a clean, white background (a trivial task) and then evaluated with digits
inserted in diverse backgrounds.

These disparities in background between training and testing set have
not been studied in detail. There is one work that uses an attention mech-
anism but only avoids some artifacts, such as irregular borders [2].

Generative adversarial networks (GAN) generate realistic images th-
rough a min-max problem whereby two models (generator vs discrimi-
nator) try to optimize a given loss function in the opposite direction [1].
This work is loosely inspired by this dynamic. A generator is proposed
to augment the training set by producing backgrounds that purposefully
have an adverse effect on the performance of the target model, making the
target model more robust as a result. To introduce the new background,
the object must first be segmented therefore a third neural network that is
trained in an unsupervised manner.

2 Related Work

Literature exists in predicting classifier confidence for dataset shifts so
that changes in the background could be detected. However, making the
classifier itself robust to changes in the background seems to have been
the subject of little study. One work proposes an attention mechanism to
avoid artifacts, particularly irregular borders, from influencing the classi-
fier [2]. Two classifiers are used: a global CNN, G, and a local CNN, L.
The proposed method works by having G find the bounding box of the
relevant object in order to create a cropped version of the image, and then
use L to classify the cropped version.

That attention mechanism works in two phases. Firstly, G is trained
to classify the entire image x. Then, a truncated version GT is used to
obtain activation maps and find a bounding box around the object so that
a function f produces a cropped image x′. Finally, L is then trained using

b̂

1−m̂

m̂

·

·

+ Model f

Background
generator fb

Mask
generator fmx

z

Figure 1: Proposed adversarial background augmentation during training.

Stripes Board Border Circles Clock Random

Traditional 38.0 24.3 61.4 32.9 19.7 11.2
Proposal 92.3 76.8 93.1 93.7 70.8 86.2

The model is a CNN with VGG blocks as detailed in Section 4, trained for MNIST. Accuracy
values for the entire testing set when different backgrounds are used.

Figure 2: Background change can produce wild disparate accuracies (%).

the smaller image x′ [2]. To then predict the class y of the image x, this
chained process can then output the class ŷ = L

(
f (GT (x),x)

)
.

Two disadvantages are immediate: (i) L operates on a rectangular
cropped version of the image and therefore is still influenced by artifacts
that remain inside that rectangle, and (ii) model G is still influenced by
artifacts because it did not have the benefit of being trained against the
artifacts. While such artifacts are not presented in the training set, they
could be generated in a controlled fashion, as the method next proposed.

3 Method

The goal is to (during training) be able to place the object in a multitude
of contexts (backgrounds), facilitating the learning of robust representa-
tions, focused on “what” the object is rather than “where” the object is.
We propose to adopt adversarially generated backgrounds to promote the
learning of strong representations. However, the insertion of adversar-
ial backgrounds in the image cannot be allowed to destroy the concept
(class) one is trying to learn. Since the spatial delineation of the object
is unknown, we propose to learn, simultaneously with the recognition,
the segmentation mask. This mask is used to inject the adversarial back-
ground only in the non-object pixels.

Model: A model f is optimized to minimize a loss L(y, f (x)) using an
image x as input with label y as the ground-truth. This image is subject to
data augmentation through the process illustrated in Figure 1.

The framework is agnostic of the task and other losses could be used
for different tasks: regression, semantic segmentation, reinforcement learn-
ing, etc. In these experiments, classification was performed using cross-
entropy,

L(y, ŷ) =
N

∑
i=1

yi log ŷ. (1)

Mask generator: Firstly, a model fm is trained to produce a mask m̂
using a sigmoid activation function to ensure m̂ ∈ [0,1] so that it can be
used to segment the image through a element-wise product, x′ = x� m̂.
The model fm can be optimized in an unsupervised fashion by finding
the best mask that minimizes the previous loss, L( f (x� fm(x)),y). To
help prevent the mask from including background, a term LA is used to
constraint its size

LA(m̂) = max(0,A(m̂)−a), (2)

where A approximates the percentage of the area of the mask by comput-
ing A(m̂) = 1

wh ∑x,y m̂x,y, and a is the average area for the object given as
an hyperparameter (a = 0.2 is used in all experiments). For better per-
formance, after model fm has been trained, a non-differentiable transfor-
mation T can henceforth be applied to further improve the segmentation.
For example, a threshold t, T (m̂) = 1x,y(m̂x,y ≥ t), can be chosen using
Otsu’s method or the a-quantile such that A(m̂≥ t) = a.

Notice that the mask generator being background invariant is unim-
portant since it is only used during training and on training images. A
typical architecture for the mask generator would be a U-Net [5]. For
better results, the mask could be provided by the user through manual
segmentation.
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Background generator: Secondly, the background is generated by a neu-
ral network fg that transforms noise z into a background b̂ image. Unlike
the others, this model is trained to maximize the loss L. The generator
focuses on producing backgrounds or artifacts that could potentially ad-
versely affect the output of the model.

In the case of MNIST and Fashion-MNIST which are monochrome,
the background generator could “cheat” by producing a background with
the same color as the object, thus obfuscating the object. In these cases,
a constrain was added in the form of the additional regularization LBA(b̂)
term which is added to disallow the background from filling over half the
pixels, LBA(b̂) = max

( 1
N ∑N

i=1 b̂i−0.5,0
)
.

Overall dynamic: All in all, the min-max optimization problem can be
summarized as

min
f , fm

max
fb

N

∑
i=1

L
(

f
(
m̂i� xi + b̂ j� (1− m̂i)

)
,yi

)
+LA (m̂i)+LBA(b̂). (3)

Notice that, while the optimization problem was inspired by GANs, this
is not a GAN framework, there is no discriminator used. Also, while
this problem could be optimized end-to-end, we have performed this op-
timization in three stages: (i) train model f , (ii) train mask generator
fm, (iii) train both model f and its adversarial background generator fb.
Training in stages is useful for debugging and fine-tuning, but also it al-
lows applying non-differentiable transformations on top of fm such as
thresholds to help produce more realistic masks.

4 Experiments

MNIST [3] and Fashion-MNIST [6] are artificially enhanced by introduc-
ing backgrounds as illustrated in Figure 3. This enhanced versions are
used only for testing purposes, while the original unmodified dataset is
used for training. The idea is to see how well the model performs when
background textures are introduced.

Table 1 summarizes the results showing the proposed method (pro-
posal) to have become background invariant. Interestingly the attention
mechanism results only negligibly improve on the baseline classifier. This
mechanism works by cropping the image and, not surprisingly, it was
found to perform best in the border case (with over 50% accuracy); still,
this result was worse than the proposal.

To better understand the impact of changes in the background, let us
vary the rate of the random parameter from the previous Figure 3 (g). In
Table 2, a Bernoulli distribution is used for the background with varying
parameter values, as illustrated in the images. While the baseline naturally
produces better results for the unchanged image, as the rate is increased,
the drop in baseline’s performance is fathomed while the proposal drops
more smoothly.

Furthermore, to better understand what could be improved on the
framework, the mask generator is changed so that a manual segmentation
is used instead of a neural network, and also the background generator is
changed to produce noise instead of trained adversarially (see Table 3).
Two conclusions are apparent: (a) the fact we train the mask generator in
an unsupervised fashion means that the masks are imperfect which greatly
influence performance, (b) using noise as the background is not sufficient
to avoid the network being fooled by more intricate patterns as those in
the testing set (Figure 3).

5 Conclusion

This work was fomented by previous work where the goal was to train a
drone using a dataset that was easier to acquire indoors (inside a studio)
rather than outdoors where it was going to be used, because it dealt with
electricity insulators [4].

(a) Original (b) Stripes (c) Board (d) Border (e) Circles (f) Clock (g) Random
Figure 3: Backgrounds introduced for MNIST and Fashion-MNIST.

Table 1: General Results (Validation Accuracy in %)
Method Stripes Board Border Circles Clock Random Avg

MNIST
Traditional 38.0 24.3 61.4 32.9 19.7 11.2 31.2
Attention [2] 28.1 26.8 57.3 40.1 29.3 25.1 34.5
Proposal 92.3 76.8 93.1 93.7 70.8 86.2 85.5

Fashion-MNIST
Traditional 21.3 24.6 36.9 28.5 29.6 16.8 26.7
Attention [2] 18.2 20.1 51.8 26.0 31.8 36.2 30.7
Proposal 62.9 61.5 66.5 60.9 60.8 45.9 59.8

Table 2: Effect of varying the random noise rate in terms of Accuracy
(%).

0.0 0.01 0.05 0.1 0.2 0.3 0.4 0.5
Baseline 90.1 33.3 13.2 11.2 10.5 10.2 10.2 10.6
Proposal 70.7 70.1 61.6 56.7 45.5 43.2 39.6 35.0

Table 3: Average accuracy for Fashion-MNIST when using different mask
or background generators.

Proposal True mask Noise background
Accuracy (%) 59.8 72.8 10.0

For that purpose, an adversarially trained model is proposed that is in-
variant to the background. During training, the target model tries to mini-
mize its loss, but a generator counteracts it by injecting new backgrounds
by optimizing for backgrounds that maximize the loss, thus making the
target model robust to background changes. The method is evaluated us-
ing a synthetic dataset.

While the proposed method was evaluated for the task of classifica-
tion, it could potentially be used for other tasks involving a CNN, such as
regression problems, segmentation, or reinforcement learning tasks.

Acknowledgments

This work is financed by the ERDF – European Regional Development
Fund through the Operational Programme for Competitiveness and In-
ternationalisation – COMPETE 2020 Programme and by National Funds
through the Portuguese funding agency, FCT - Fundação para a Ciência
e a Tecnologia within project “POCI-01-0145-FEDER-028857”. Further-
more, Ricardo Cruz was supported by Ph.D. grant SFRH/BD/122248/2016,
also provided by FCT.

References

[1] Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David
Warde-Farley, Sherjil Ozair, Aaron Courville, and Yoshua Bengio.
Generative adversarial nets. In Advances in neural information pro-
cessing systems, pages 2672–2680, 2014.

[2] Qingji Guan, Yaping Huang, Zhun Zhong, Zhedong Zheng, Liang
Zheng, and Yi Yang. Diagnose like a radiologist: Attention guided
convolutional neural network for thorax disease classification. arXiv,
2018.

[3] Yann LeCun, Corinna Cortes, and CJ Burges. MNIST
handwritten digit database. AT&T Labs [Online]. Available:
http://yann.lecun.com/exdb/mnist, 2010.

[4] Ricardo M. Prates, Ricardo Cruz, AndrÃl’ P. Marotta, Rodrigo P.
Ramos, Eduardo F. Simas Filho, and Jaime S. Cardoso. Insulator
visual non-conformity detection in overhead power distribution lines
using deep learning. Computer and Electrical Engineering, 2019.
doi: 10.1016/j.compeleceng.2019.08.001.

[5] Olaf Ronneberger, Philipp Fischer, and Thomas Brox. U-Net: Con-
volutional networks for biomedical image segmentation. In Inter-
national Conference on Medical image computing and computer-
assisted intervention, pages 234–241. Springer, 2015.

[6] Han Xiao, Kashif Rasul, and Roland Vollgraf. Fashion-MNIST: a
novel image dataset for benchmarking machine learning algorithms.
CoRR, 2017.

2

Proceedings of RECPAD 2020 26th Portuguese Conference on Pattern Recognition

2



Semantic Vs Radiomic Features from CT Images to Predict Gene Mutation Status in Lung Cancer

Tania Pereira1

tania.pereira@inesctec.pt

Gil Pinheiro1

Catarina Dias12

António Cunha13

acunha@utad.pt

Hélder P. Oliveira14

helder.f.oliveira@inesctec.pt

1 INESC TEC - Institute for Systems and Computer Engi-
neering, Technology and Science, Portugal

2 FEUP - Faculty of Engineering, University of Porto, Porto,
Portugal

3 UTAD - University of Trás-os-Montes and Alto Douro, Vila
Real, Portugal

4 FCUP - Faculty of Science, University of Porto, Porto, Por-
tugal

Abstract

In lung cancer, the biopsy is the traditional method to assess the mutation
status of the most frequent and relevant oncogenes. Medical imaging,
which is already a common source of information in clinical practice, is a
potential alternative to the biopsy. It contains a large number of features
that, although not visible to the naked eye, may be valuable for tumour
characterisation. The recent field of radiomics allows new opportunities
for the genomic analysis of a tumour, by extracting hundreds of quanti-
tative features from medical images which, in a non-invasive way, pro-
vide a full state visualisation of a tumour at a macroscopic level. This
study aimed to investigate in which extent features extracted from medi-
cal images are related to helpful genotype factors for tumour characteri-
sation, in particular for EGFR and KRAS mutation status. Radiomic and
semantic features were used for the prediction. The performance of the
models demonstrated that EGFR (AUC=0.75) mutation status can be dif-
ferentiated through medical images using semantic features. The experi-
ments suggest that the best way to approach this problem is by combining
nodule-related features with features from other lung structures.

1 Introduction

Lung cancer is the cancer type leading the incidence and mortality rates
[5]. This is linked to the fact that it is often diagnosed in an advanced
stage, which magnifies the importance of treatments for advanced-stage
disease. Epidermal Growth Factor Receptor (EGFR) and Kristen Rat Sar-
coma Viral Oncogene Homolog (KRAS) are the most frequently mutated
gene in lung cancer [8]. Current molecularly-targeted therapies can ef-
fectively target specific biomarkers, decreasing multiple undesirable side
effects associated with cancer treatment. Radiogenomics, a specific field
within radiomics, is defined by the correlation between quantitative fea-
tures, directly extracted from radiological images (imaging phenotype),
and genetic information (genotype). Studies in lung cancer have pre-
sented the association between EGFR mutation status and quantitative
features extracted from computed tomography (CT) scans [1, 4]. This
study aims to provide further advances and to open new discussions in
the lung cancer radiogenomics field by exploring the data and building
machine learning models, while considering different subsets of inputs.
More specifically, predictive models for EGFR and KRAS mutation status
in lung cancer were developed. The current paper is an adaptation of our
previously published work [9].

2 Material and Methods

2.1 Dataset

The NSCLC-Radiogenomics dataset [7] comprises data collected between
2008 and 2012 from a cohort of 211 patients with Non-small-cell lung
cancer (NSCLC) referred for surgical treatment, being the only public
dataset which comprehends information regarding the mutation status of
lung cancer-related genes (EGFR and KRAS). It contains a set of CT im-
ages stored in DICOM format.

2.1.1 Molecular Data

Despite including a cohort of 211 NSCLC subjects, only 116 (wild type:
93, mutant: 23) were further considered in the presented radiomic study
for EGFR mutation status prediction and 114 (wild type: 88, mutant: 26)
for KRAS mutation status prediction. The scarce availability of tumour
masks and target labels did not allow all subjects to be used.

2.1.2 Clinical Features

Clinical features were added to the radiomic features as well as to the
semantic features to build the predictive models.

2.1.3 Radiomic Features

There are image properties, such as the distance between slices, which
may differ from scan to scan, and consequently affect the features ex-
tracted and the learning ability of the algorithms. Therefore, before try-
ing to extract patterns, the images went through a preprocessing step in
order to standardise the scans across the whole dataset. The CT image
values were converted to Hounsfield Unites (HU), which is a measure of
radiodensity. From the 3D images of the nodules of the pre-processed
CT scans, a set of 1218 radiomic features were extracted using the open-
source package Pyradiomics [10]. Features were computed both on the
original image and on images obtained after application of wavelet and
Laplacian of Gaussian (LoG) filters. Six classes of features were extracted
from the Pyradiomics package: shape-based features (14 features), first-
order features (18 features), GLCM features (22 features), GLRLM fea-
tures (16 features), GLSZM features (16 features) and GLDM features
(14 features).

2.1.4 Semantic Features

The dataset comprises a set of subjects whose tumour was analysed by
radiologists using 30 nodule and parenchymal features, which describe
nodule’s geometry, location, internal features and other related findings.
From these subjects, 158 are characterised in terms of EGFR mutation
status and 157 subjects characterised in terms of KRAS mutation status,
which were the samples selected for the presented semantic study.

2.2 Balancing Training Set

In general, machine learning algorithms assume a similar distribution
of classes. EGFR wild type is over-represented, which could result in
a model biased towards this class. To overcome this class imbalance,
Synthetic Minority Over-sampling Technique - Nominal and Continuous
(SMOTE-NC) was applied, an extended version of SMOTE generalised
to handle data with continuous and nominal features [2].

2.3 Classification and Feature Importance

The classifier used in this work was Extreme Gradient Boosting (XG-
Boost), which is a scalable and accurate implementation of gradient boosted
trees algorithms [3]. A benefit of using gradient boosting is that after
the boosted trees are constructed, it is possible to retrieve the importance
scores for each feature, based on how useful or valuable each feature was
in the construction of the boosted decision trees within the model.
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Figure 1: Top 16 semantic features based on the importance scores of features, measured via XGBoost, for predicting the EGFR mutation status.

3 Results

Mean values of Area Under the Curve (AUC) were reported for 100 ran-
dom data splits, with a division of 80% and 20% for training and testing,
respectively. Two main types of input features were considered: radiomic
and semantic. The semantic were further divided into features that only
describe the nodule, features that only describe structures external to nod-
ule and a hybrid between the previous two. Radiomics were not further
divided as they only describe the nodule. We designed those four exper-
iments in order to test and compare which type of input features allow
to achieve better performance in gene mutation status prediction (Table
1). Only the predictive models for EGFR showed relevant results, with a
maximum mean AUC of 0.7458 ± 0.0877 using the hybrid semantic fea-
tures (Table 1). A subset of features, ranked by importance for the most
successful model (EGFR mutation status prediction using hybrid semantic
features), is presented in Figure 1. They were selected using a minimum
threshold of 0.02 and add up to cumulative importance of 0.92 out of 1.

AUC EGFR Prediction KRAS Prediction
Radiomic 0.5797 ± 0.1238 0.5087 ± 0.0104
Semantic Nodule 0.6542 ± 0.0953 0.4381 ± 0.0679
Semantic Non-Nodule 0.6831 ± 0.0890 0.4921 ± 0.0851
Semantic Hybrid 0.7458 ± 0.0877 0.5035 ± 0.0776

Table 1: Classification results for EGFR and KRAS mutation status pre-
dictive models.

4 Discussion and Conclusions

The results of the present study suggest that even though EGFR mutation
status is correlated to CT scans imaging phenotypes, the same does not
hold true for KRAS mutation status. We hypothesise that this might be
due to two reasons: mutated and wild type KRAS display identical imag-
ing phenotypes, which is supported by the literature [6, 11], or our number
of samples was too small and unrepresentative to find a relevant pattern
for such a complex problem. The outcomes of this work also indicate that
general lung semantic features in conjunction with tumour specific se-
mantic features should be used in order to obtain the best possible EGFR
mutation status classification results. This, combined with the fact that the
most relevant features (as determined by the classifier) were tumour exter-
nal, might hint towards the importance of a holistic lung analysis, instead
of a local nodule analysis. It is crucial to emphasise this characteristic, as
it might change the direction and broaden the analysis spectrum of future
radiogenomics studies, which until now have been mainly focusing on the
nodule or in a region of interest around it [12]. Since there is a large spec-
trum of clinicopathological processes that occur during the lung cancer
development, it is only natural that important information for the predic-

tive models can be obtained from a larger region of analysis that contains
other structures from the lung.
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Abstract

This work proposes an active learning approach for estimating the Denavit-
Hartenberg parameters of 7 joints of the iCub arm in a simulation envi-
ronment, using observations of the end-effector’s pose and knowing the
values from proprioceptive sensors. Cost-sensitive active learning, aims
to reduce the number of measurements taken and also reduce the total
movement performed by the robot while calibrating, thus reducing energy
consumption, along with mechanical fatigue and wear. The estimation of
the arm’s parameters is done using the Extended Kalman Filter and the
active exploration is guided by the A-Optimality criterion. The results
show cost-sensitive active learning can perform similarly to the straight-
forward active learning approach, while reducing significantly the neces-
sary movement.

1 Introduction

Active learning is a sub-field of machine learning which aims to reduce
the amount of training data required to build a model, with a certain pre-
cision. This is done by having the learning algorithm decide which data
it wants to label/sample next. A general introduction for this area of re-
search can be found in [8].

1.1 Related Work

Recent works have succeeded in employing different strategies for body
schema adaptation, such as [9], [10] and [7]. All these works show differ-
ent successful ways of accounting for the robot’s body errors, but using
active learning to this effect would promote faster adaptation.

Active learning methods have better empirical results, when com-
pared to random sampling. Some of these works are described in [3],
[4], [7], and [2]. These works have shown the advantages of using ac-
tive learning but assume all samples have equal acquisition cost. In [5] a
criterion is proposed considering uncertainty and travel cost for the des-
ignated task, minimising the accumulated path length needed for accurate
estimation, at the cost of an increase of the number of samples.

1.2 Contributions

This work aims to estimate the Denavit-Hartenberg (DH) parameters of 7
rotational joints of the iCub arm in a simulation environment, by acquiring
observations from the pose of the end-effector, using active learning to
select the best joint configurations for movement and sampling efficiency.

By portraying an arbitrary serial robotic arm as in Figure 1, a calibra-
tion routine is proposed to make use of active learning to select the best
joint configurations to sample the end-effector pose, in order to estimate
the DH parameters with the best possible precision, using the Extended
Kalman Filter (EKF).

Similarly to [5], we argue that using active learning to reduce the
number of samples taken may not be the best approach, since some of the
best samples may require unnecessary long movements, increasing exe-
cution time and energy spent. The cost-sensitive active learning approach
provides a tunable trade-off between minimising the number of iterations
required and minimising the required movement. The proposed calibra-
tion routine is composed of the key steps shown in Figure 2.

Figure 1: Illustration of a robot’s kinematic chain. θ (i) represents the an-
gle value for joint i and x(i) represents the Denavit-Hartenberg parameters
describing the transformation between frames i and i+1.

Figure 2: Key steps in the structure of the required program.

1.3 Extended Kalman Filter

The EKF, explained in detail in [6], allows recursive parameter estimation
of systems represented by a nonlinear model, which is the case for the
relation between the DH parameters, x, and the end-effector pose, z, given
by the function

z = h(x,θ), (1)

where θ represents the known joint angles. Since the DH parameters are
constant in time, the EKF can be summarized in the following 3 equations.
The predicted co-variance, P, of the DH parameters, x, is given by

Pk+1|k = Pk|k +Qk, (2)

where Qk is the co-variance matrix of the Gaussian noise associated with
slow changes in the DH parameters, e.g. due to temperature. The update
of the prediction, x̂, after obtaining a measurement, zk, is given by

x̂k+1|k+1 = x̂k+1|k +Kk+1[zk−h(x̂k+1|k,θk)] (3)

and the update of the co-variance, P, is given by

Pk+1|k+1 = Pk+1|k−Kk+1

[
HkPk+1|kHT

k +Rk+1

]
KT

k+1, (4)

where
Kk+1 = Pk+1|kHT

k+1

[
HkPk+1|kHT

k +Rk+1

]−1
, (5)

H is the jacobian matrix of the observation function in (1), with respect
to x, ∂h

∂x , and R is the co-variance matrix of the Gaussian noise present in
the measurements.
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Link 0 1 2 3 4 5 6
aaa [mm] 0 0 -15 15 0 0 62.5
ddd [mm] -107.74 0 -152.28 0 -137.4 0 16
ααα [rad] π

2 − π
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2
π
2

π
2

π
2 0

θθθ [rad] − π
2 − π

2 − 7π
12 0 − π

2
π
2 π

Table 1: Actual DH parameters of the iCub arm in the iCub simulator.
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Figure 3: Mean error evolution while performing the calibration routine
for different values of δ : (a) Average position error evolution in millime-
tres at each iteration; (b) Average orientation error evolution in radians
at each iteration; (c) Average position error evolution in millimetres with
respect to joint movement; (d) Average orientation error evolution in radi-
ans with respect to joint movement. Legend: Square - Random; Triangle
- δ = 1; No marker - δ = 0.4; Circle - δ = 0.1.

1.4 Cost-sensitive Active Learning

This work aims to choose the best joint configurations to sample the
end-effector pose, at each iteration of the calibration routine, to reduce
both the body-schema error and movement performed while calibrating.
Martinez-Cantin et al. [2] successfully used the A-optimality criterion to
reduce the number of samples taken. It consists in choosing the joint
angles θ which minimise the expected mean squared error of the robot
parameters, x, which approximates to minimising the expected trace of
the co-variance matrix, P. As described, the cost function is given by
C(θ) = E

[
(x̂k+1− x)T (x̂k+1− x)|z1:k,θ1:k

]
≈ E [tr(Pk+1)|z1:k,θ1:k].

This work proposes adding constraints to the optimisation problem as
in

θ∗k = argmin
θ∈[θ ∗k−1−∆,θ ∗k−1+∆]

C(θ), (6)

where θk−1 is the previous joint configuration selected and ∆ is a vector
of size n (number of joints), defining the boundaries of the search space.
Considering normalised joint values in the interval [0,1], ∆ is defined as
∆ = δ ·1n1n1n, where 1n1n1n is a unit vector of size n and δ is a tuning parameter
that defines the relative movement every joint can perform around the
current arm configuration. Since the problem defined in (6) is not convex,
it must be solved using a global optimisation method, for which it is used
the DIRECT algorithm, proposed in [1].

2 Results

Results were obtained for different values of δ . For each different value,
the calibration routine runs fifty times and the plots from Figure 3 show
the average values of position and orientation error. At each run, the DH
parameters are initialised with values from a uniform distribution, where
the means are the actual values of the DH parameters, from Table 1 and
the width of the distribution is 30% of the highest value from all the lin-
ear and angular DH parameters, 46 mm and 0.94 rad, respectively. The
position error is given by the euclidean distance between the predicted
position and actual position of the end-effector and the orientation error

is given by computing d(RA,RB) =

√
‖logm(RT

A RB)‖2
F

2 [rad], between the
predicted, RA, and actual, RB, end-effector rotation matrices, where logm
is the principal matrix logarithm and ‖ · ‖F is the Frobenius norm. Gaus-
sian noise is added to the observations with a standard deviation of 2 mm
for the position coordinates and 0.08 radians for the orientation.

Looking at Figures 3(a) and 3(b), the advantages of using the active
learning method proposed in [2], corresponding to δ = 1, can be observed
by comparing it with selecting random joint configurations to sample, in-
stead of solving (6), since there is a more significant reduction in error at
each iteration. In Figures 3(c) and 3(d), the same data is represented, but
the x axis represents the movement performed by the arm. It is visible
the amount of extra movement performed by the active learning method,
δ = 1, almost double of the random method. Restricting movement, mak-
ing δ = 0.4, yields no performance loss, regarding Figures 3(a) and 3(b),
and it is more efficient, as Figures 3(c) and 3(d) show.

3 Conclusions

The results show there is an advantage in restricting movement during the
optimisation stage. It is possible to reduce the movement performed by
roughly half and still maintain the iteration wise performance. If move-
ment efficiency is a priority, one can restrict the movement even more, at
the cost of more iterations. It is worth mentioning, more iterations does
not mean lower time-efficiency, since reducing the amount of time spent
moving may make up for the extra computing time. Indeed, it will depend
on the computing power and the speed at which the arm moves.

For future work, it is planned to obtain results using the iCub cameras
and fiducial markers placed on its hand. This comes with observation
noise dependant on the observed pose and it should be taken into account
when selecting optimal joint configurations.
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Abstract

The main aim of breast cancer conservative treatment is the optimisation
of the aesthetic outcome and women’s quality of life, without jeopardis-
ing local cancer control and overall survival. Recently, a deep learning
algorithm, used in conjunction with a shortest-path algorithm that models
images as graphs, has been proposed and achieved state-of-the-art results.
However, it is both time-consuming and computationally complex. In this
work, we studied a novel algorithm based on the interaction of deep im-
age segmentation and deep keypoint detection models capable of improv-
ing both performance and execution-time on the breast keypoint detection
task.

1 Introduction

Breast cancer ranks as the most frequent cancer among women [1, 5]. De-
spite being a highly mutable and rapidly evolving disease, it is estimated
that most breast cancers are curable if properly detected and treated [8].
Under this paradigm, it is possible to surgically treat most cancers with a
breast cancer conservative treatment (BCCT), which does not require the
removal of the entire breast, as in mastectomy [12]. Currently, to perform
the aesthetic assessment of BCCT, the majority of the extracted features
are related to asymmetry measurements [4]. To facilitate the extraction
of such features, it is fundamental to mark breast keypoints. The advent
of machine learning and deep learning opened the possibility to design
novel algorithms based on deep neural networks (DNN) which may be
fully end-to-end (i.e., receive an image and output the aesthetic assess-
ment score). Until the publication of this work [6], the state-of-the-art
algorithm for keypoint detection was a hybrid method based on a DNN
and on traditional computer vision methods, which made it computation-
ally heavy and slow. This work presents the development of a novel breast
keypoint detection algorithm that addresses the efficiency problem while
maintaining or improving the accuracy. A study of algorithm performance
based on execution time has also been conducted, since, at the long term,
the intention is to deploy such algorithms into a web-based application
that could be accessed by a diversity of devices and operative systems.

2 Deep Keypoint Detection Algorithm

Silva et al. proposed a method [10] that uses a deep neural network
(DNN) for the keypoint detection task, opening the possibility to follow
an integrated learning approach. Following the ideas of Cao et al. [3]
and Belagiannis et al. [2], Silva et al. proposed an architecture that first
learns how to regress heatmaps (in which the ground-truth was obtained
by applying a Gaussian kernel to the keypoints) and, after iterative re-
finement of this heatmap regression, it can predict keypoint localisation.
The heatmap regression is performed with the U-Net model [9]. Then,
to do the keypoint regression, the original images are multiplied by the
refined heatmaps (to improve the initial fuzzy localization of keypoints)
and are fed to a keypoint regression module composed of three blocks:
top layers of the VGG16 [11] (i.e., only the convolutional layers), four
additional convolutional layers and three dense layers. The entire model
is trained, using the iterative refinement of the regression of heatmaps as
a regularisation term of the loss function. The endpoints and the nipples
are obtained with this deep learning algorithm, whereas the contour is re-
fined with the shortest-path algorithm, which models images as graphs,
based on gradients (see Figure 1). However, this procedure is very time-
consuming when compared with the inference process of a deep learning
model only. Also, if one intends to integrate such algorithms into a web
application, it is of utmost importance that performance measurements

(e.g., loading time, execution time) are taken into account when testing
and designing novel methods.

Input
(Image)

DNN Keypoint
Detection
Algorithm

Compute
Image Gradients

Detected Image
Endpoints

Model
Image as Graph

Shortest-Path
Algorithm

Breast Contour
Coordinates

Figure 1: Hybrid keypoint detection algorithm, from [10].

3 Deep Image Segmentation for Breast Keypoint
Detection

The intuition behind this approach is that it is easier to detect breast con-
tours if one is capable to detect breasts first [7]. This can be seen as a
problem of semantic segmentation, where both breasts are considered the
foreground and the rest is considered the background of the image. The
main hypothesis is that if it is possible to perform the segmentation of
both breasts with high precision, one could proceed to an algorithm of
contour detection and then accurately extract the keypoints related to the
breast contours. With segmentation, the goal is to learn a single solution
(i.e., one image corresponds to one mask). This is important because,
if the DNN is capable of predicting the correct mask, the set of points
of the detected contour will contain a subset of points that belong to the
real breast contour. On the other hand, with keypoint regression, there
is a higher degree of variability, where the DNN can predict points that
belong to the real breast contour and points that do not, negatively influ-
encing the algorithm performance. Furthermore, when compared with the
hybrid keypoint detection algorithm, one expects that this approach will
bring improvements in terms of results and performance, i.e., it would be
faster than the hybrid keypoint detection algorithm.

4 Implementation and Results

The available dataset (221 images) has 37 ground-truth keypoints (4 end-
points, 30 points along the breast contours, 2 nipples and the sternal
notch) resulting in a total of 74 coordinates per image. All experiences
were done taking into account 5-fold cross-validation split into train and
test sets. First, we trained a deep image segmentation model that could
achieve good results in breast segmentation. To train this model, it was
necessary to generate ground-truth breast masks, which were obtained
with the support of the ground-truth keypoints and images.

Taking into account previous results with other models [7], for this
experiment, we decided to use the U-Net++ [13] architecture as the deep
segmentation model. The U-Net++ model was trained and used to gen-
erate segmentation masks. From these masks, contours were extracted.
This first step outputs a variable number of contour keypoints, some of
which are not desired, since they do not belong to what is considered the
breast contour. As a post-processing step, we project the Silva et al. DNN
predicted keypoints onto to the mask contours through the minimization
of the Euclidean Distance between the mask contour keypoint and the
predicted keypoint (see Figure 2). At the end of this processing step, the
final set of breast keypoints is obtained (see Figure 3). We also studied the
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Figure 2: Scheme of the deep image segmentation algorithm for breast
keypoint detection.

performance of both ours and Silva et al. algorithms to assess which one
would fit better into a web-version of BCCT.core, capable of real-time in-
teraction with deep learning models. To perform this study, the execution
time of each algorithm on CPU (Intel R© Core

TM
i7-2600 CPU @ 3.40GHz

× 8) was measured on the test set of each cross-validation fold. Table 1
presents the average error distance (measured in pixels) and the average
execution time (measured in seconds) of each model inference on the test
set. It can be seen that our proposed method surpasses both the DNN and
hybrid keypoint detection algorithms from Silva et al. in the endpoints
and breast contours detection tasks, which were the state-of-the-art breast
keypoint detection algorithms. Moreover, this novel algorithm achieves
lower values of standard deviation and maximum error, which suggests it
is even more robust when compared with the other two. Regarding the
study of performance, it can be understood that the DNN keypoint detec-
tion algorithm achieves better execution time, however, it has the highest
error for the breast contour. Our method presents the best balance be-
tween time-efficiency and accuracy, as it is the most accurate model, and
has a time efficiency comparable to the most time-efficient method.

Figure 3: Example of the results obtained with the proposed deep image
segmentation method. The first image is the input photograph and the
second image is the U-Net++ predicted mask with the detected breast
keypoints (after the processing step).

5 Conclusions and Future Work Recommendations

In this work we presented a novel algorithm based on the interaction of
two deep learning models (a segmentation model, and a keypoint detec-
tion model) that can surpass the state-of-the-art algorithms present in the
literature [6]. Furthermore, a comparative study regarding algorithms per-
formance was done to assess which one would fit better a web-based ap-
plication for the aesthetic assessment of BCCT. Our proposed model re-
vealed itself as the best in terms of keypoint prediction, while being very
competitive in terms of executing time. As future work, the next step will
be to improve results on nipples detection task and to modify this novel
segmentation-based keypoint detection algorithm by integrating all the

Table 1: Average error distance for endpoints, breast contours and
nipples, measured in pixels and average execution time of the models’
inferences. Best results are highlighted in bold. Note: STD stands for
standard deviation and Max stands for maximum error.

Model Endpoints Breast Contours Nipples Execution Time (s)Mean STD Max Mean STD Max Mean STD Max
DNN keypoint detection algorithm 40 33 182 21 8 72 70 39 218 150
Hybrid keypoint detection algorithm 40 33 182 13 14 104 70 39 218 1704
Our keypoint ketection algorithm 38 34 195 11 5 34 70 39 218 280

tasks of its pipeline in a unique DNN with a combined loss function. The
integration and full deployment of this algorithm in a web-application are
also planned.

Acknowledgements

The project “TAMI - Transparent Artificial Medical Intelligence”
(NORTE-01-0247-FEDER-045905) leading to this work is co-financed
by ERDF - European Regional Fund through the Operational Pro-
gram for Competitiveness and Internationalisation - COMPETE 2020,
the North Portugal Regional Operational Program - NORTE 2020 and
by the Portuguese Foundation for Science and Technology - FCT un-
der the CMU - Portugal International Partnership and the PhD grants
“SFRH/BD/139468/2018” and “SFRH/BD/06434/2020”.

References

[1] World cancer report 2014. ISBN 978-92-832-0443-5.
[2] Vasileios Belagiannis and Andrew Zisserman. Recurrent Human

Pose Estimation. arXiv:1605.02914 [cs], May 2016. arXiv:
1605.02914.

[3] Zhe Cao, Tomas Simon, Shih-En Wei, and Yaser Sheikh. Real-
time Multi-Person 2d Pose Estimation using Part Affinity Fields.
arXiv:1611.08050 [cs], November 2016. arXiv: 1611.08050.

[4] Jaime S. Cardoso and Maria J. Cardoso. Towards an intelligent med-
ical system for the aesthetic evaluation of breast cancer conservative
treatment. Artificial Intelligence in Medicine, 40(2):115–126, June
2007. ISSN 09333657. doi: 10.1016/j.artmed.2007.02.007.

[5] Sharon H Giordano, Aman U Buzdar, and Gabriel N Hortobagyi.
Breast Cancer in Men. page 11.

[6] Tiago Gonçalves, Wilson Silva, Maria J Cardoso, and Jaime S Car-
doso. A novel approach to keypoint detection for the aesthetic eval-
uation of breast cancer surgery outcomes. Health and Technology.

[7] Tiago Gonçalves, Wilson Silva, and Jaime Cardoso. Deep Aesthetic
Assessment of Breast Cancer Surgery Outcomes. Springer Interna-
tional Publishing, Cham, 2020. doi: 10.1007/978-3-030-31635-8_
236.

[8] Helder P. Oliveira, Jaime S. Cardoso, Andre Magalhaes, and
Maria J. Cardoso. Methods for the Aesthetic Evaluation of Breast
Cancer Conservation Treatment: A Technological Review. Current
Medical Imaging Reviews, 9(1):32–46, April 2013. ISSN 15734056.
doi: 10.2174/1573405611309010006.

[9] Olaf Ronneberger, Philipp Fischer, and Thomas Brox. U-
Net: Convolutional Networks for Biomedical Image Segmentation.
arXiv:1505.04597 [cs], May 2015. arXiv: 1505.04597.

[10] Wilson Silva, Eduardo Castro, Maria J. Cardoso, Florian Fitzal, and
Jaime S. Cardoso. Deep Keypoint Detection for the Aesthetic Eval-
uation of Breast Cancer Surgery Outcomes. In Proceedings of the
IEEE International Symposium on Biomedical Imaging (ISBI’19),
2019.

[11] Karen Simonyan and Andrew Zisserman. Very Deep Convolutional
Networks for Large-Scale Image Recognition. arXiv:1409.1556
[cs], September 2014. URL http://arxiv.org/abs/1409.
1556. arXiv: 1409.1556.

[12] Williams Street. Cancer Facts & Figures 2018. page 76, 2018.
[13] Zongwei Zhou, Md Mahfuzur Rahman Siddiquee, Nima Tajbakhsh,

and Jianming Liang. UNet++: A Nested U-Net Architecture for
Medical Image Segmentation. Springer International Publishing,
Cham, 2018. doi: 10.1007/978-3-030-00889-5_1.

2

Proceedings of RECPAD 2020 26th Portuguese Conference on Pattern Recognition

8



Fire and Smoke recognition in crowdsourced images with YOLO networks

Ana Madeira
abreumadeira.ana@gmail.com

Catarina Silva
catarina@dei.uc.pt

Alberto Cardoso
alberto@dei.uc.pt

Bernardete Ribeiro
bribeiro@dei.uc.pt

University of Coimbra
CISUC - Centro de Informática e Sistemas
FCTUC-DEI - Departamento de Engenharia Informática
Coimbra, Portugal

Abstract

The early detection of a fire can largely mitigate harmful consequences.
With the improvement in image quality, it is now possible to develop in-
telligent systems for visually detecting forest fires. An intelligent system
for fire detection was implemented based on deep learning techniques
for image object detection. As part of the fire detection approach devel-
opment, different datasets are proposed to train and evaluate the YOLO
models, specific to the fire and smoke recognition problem. The proposed
Fire/Smoke annotated datasets can be used in future smoke, and fire de-
tection research. Results show that a YOLOv4 one-stage detector can be
used for image fire and smoke detection tasks, trained using manually
annotated datasets and applied to a real application using crowdsourced
data.

1 Introduction

As a way for people to report fires detected using their smartphones, the
FireLoc project 1 of the Foundation of Science and Technology (FCT) [2]
is set up as an alternative way of reporting fires. This project is based on
voluntary contributions and aims to develop a system in which, through
a smartphone application, users can send photos of fire taken with their
smartphone camera. If present, smoke and fire are recognized in the im-
ages submitted, and the forest fire can be located on a map. This informa-
tion is then sent to a server. The developed system will correspond to the
submission validation module and validate whether there is fire or smoke
in each contribution.

In this paper, the main focus is the development of an intelligent sys-
tem for fire and smoke detection. integrated in the FireLoc application,
using the proposed post-processing steps to obtain the image classifica-
tion results, identifying whether user submissions are valid, i.e., whether
they contain smoke or fire.

2 Related work

Recent studies show advantages in considering the localization as well as
the classification of existing objects in an image as part of object detec-
tion problems [7]. The models used for object detection can be divided
into two categories: Two-stage detection frameworks and One-stage (Uni-
fied) detection frameworks. In the first, the process is divided into two
phases. First, there is a proposal for candidate regions of the image that
may contain objects to be detected [6]. The classification is then made
based on the first result, fine-tuning the regions, discarding false positives
(for example, Faster R-CNN). One-stage detection frameworks perform
the process at once, without the initial region proposal step and there-
fore allow a single model to be used, predicting the bounding boxes that
contain the objects present, as well as the probabilities of these belong-
ing to the classes considered [5] (for example the YOLO models). The
YOLOv4 models analyze the image’s features using different resolutions,
maintaining the original image’s height/width ratio. These models man-
age, by adapting the size of the initial anchors to the specific dataset, to
detect objects of various scales in the images [6] and allow the correct
detection of overlapping objects of different classes [3]. For this reason,
they present advantages when used for this problem, since it is common
to have the presence of smoke in the images where there is fire. How-
ever, these models have some disadvantages, such as the need to have a

1Project PCIF / MPG / 0128/2017, FireLoc - Where’s the Fire? - Identification, positioning,
and monitoring forest fires with crowdsourced data

considerable amount of annotated images to obtain good results. As such,
to solve the lack of annotated data, two datasets are proposed with the
annotation of Fire and Smoke class objects for training and model eval-
uation. These datasets were used to optimize the results in the context
of forest fires. In addition, the transfer learning technique was also used,
with a pre-trained model with the Imagenet dataset. The initial weights
resulting from the pre-training were kept, responsible for the extraction of
more low-level features. The last layers of the model, responsible for the
extraction of features specific to the problem, were retrained [6]. The use
of transfer learning makes the training process less time-consuming and
improves the model’s learning capacity.

3 Proposed approach

For the development of the fire and smoke detection system, an object de-
tection approach was adopted, using YOLOv4 [3] models. These models
detect the specific location of fire and smoke in the images. Therefore,
they require an indication of where the objects are present within the im-
age, using bounding boxes. To perform the manual annotation of the
training and testing datasets proposed, according to the YOLO annotation
format, the tool LabelImg was used.

Figure 1: Detection system steps

Figure 1 shows the sequence of steps necessary to detect fire and
smoke in the images submitted by the application users. The model first
identifies the parts of the images that contain fire or smoke with bound-
ing boxes, and the corresponding confidence score associated with each
detected object. The classification results are then obtained with the post-
processing step, which allows integration with the FireLoc system. For
the classification results, the Fire, Smoke, and Neutral classes are con-
sidered. The images in which fire is detected belong to class Fire, and the
images in which smoke is detected, and no fire is detected belong to class
Smoke. The remaining images, in which no object is detected, belong to
the Neutral class.

Figure 2: Number of object examples in each dataset

For the training of these models, an open-source dataset from [1] was
used. This dataset contains an equal amount of images from each class:
Smoke, Fire, and Neutral). It contains 1000 images of each category
and is named Fire-Smoke-Dataset. To complement this training dataset
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approximating their characteristics and test the models’ performance in
the context of forest fires, an image dataset taken in a simulacrum2 per-
formed by firefighters was also used. The pictures were taken using differ-
ent smartphones and tablets and correspond to a context similar to that of
using the FireLoc application. These datasets were annotated according
to the YOLO annotation format, resulting in the distribution of examples
shown in the graph of figure 2.

4 Results and Discussion

For the evaluation of YOLOv4 models’ performance, the IoU threshold
was set to 0.3, lower than the typical 0.5 value used int the COCO dataset
detection competition. The lowering of the IoU threshold used was in-
tended to increase the tolerance for object location errors, obtaining a
greater number of valid detections. The results of object detection in the
images obtained by the models were evaluated by calculating the mean
average precision (mAP) value obtained and the classification results of
the images as a whole, using confusion matrices. One of the reasons for
the analysis of mAP is that, by considering the level of confidence in the
detections made, it is possible to evaluate the relationship between false
positives and false negatives [4]. The analysis of mAP results allows the
evaluation of the models’ detection performance. The datasets proposed
for training and testing were used for training the models, using the de-
fault input size for the images, 416x416. Two classes of objects present
in the images were considered: Fire and Smoke, and the anchors were
adjusted to the training dataset, using k-means, to approximate the di-
mensions to those of the objects present in the test images.

Additional tests were performed to adjust the confidence threshold.
The model with the best performance obtained in the previous test was
used, varying the confidence threshold between 5%, 10%, 15%, 20%, and
25%. All detections whose confidence indicated by the model is lower
than the value of the defined threshold are discarded and, as such, the
adjustment of the defined threshold may have an influence on the results of
both fire and smoke detection in the images (that is, the ability to detect the
location in the space of the images correctly) as well as the classification
of the images as a whole. Before this test, the confidence threshold value
used was the same as in the YOLOv4 [3] work. The graph in table 1 shows
that the lower the defined confidence threshold, the best mAP result.

Confidence threshold 5% 10% 15% 20% 25%
mAP results 62.2 60.3 57.5 54.8 52.22

Table 1: Test mAP results

These results indicate that the lower the confidence threshold, the
greater the number of detections performed, resulting in better mAP re-
sults. Therefore, although the best result is obtained with 5% confidence,
detection performance was compared considering 5% and an intermediate
point 15% confidence.

Figure 3: Test results with different confidence threshold

Predictions – confidence 5 %
Ground-truth Fire Neutral Smoke

Fire 78 0 6
Neutral 1 22 14
Smoke 14 0 80

Table 2: Classification results with 5% confidence

The results presented in the confusion matrices in tables 2 and 3, cor-
respond to the classification with three classes, after the application of
the first post-processing step. The results obtained with 5% confidence,

2Images collected on May 15, 2019, in tests carried out in Serra da Lousã by Associação
para o Desenvolvimento e Aerodinâmica Industrial (ADAI)

Predictions – confidence 15 %
Ground-truth Fire Neutral Smoke

Fire 67 0 17
Neutral 0 31 6
Smoke 6 5 83

Table 3: Classification results with 15% confidence

in graph 2, show that the increase of false positive detections does not
have a significantly negative impact on the classification results, with the
model correctly identifying all the dataset’s images where fire or smoke
is present. However, as a consequence of the increase of the number of
detections that are considered valid, the number of false positives also in-
creases, reaching a total of 15 Neutral images in which smoke or fire is
mistakenly identified.

Therefore, two points of operation for the system are proposed, alter-
nating the threshold of confidence in the detections between 5% and 15%,
depending on the number of submissions made by the application users.
The possibility of switching between two operating points allows for a
larger or smaller filter to be applied to the submitted images, adapting the
system’s operation to times of greater or lesser occurrence of forest fires.

Figure 4: Example of detection results

When comparing the detection results obtained in the same image
considering the two proposed operating points, in figure 4, it is possible
to observe repeated detections of the same object in both results. When
using a 5% confidence threshold, the number of repetitions is noticeably
higher, resulting in a greater number of false negatives in the detection re-
sults (in the graphs of figure 3). In this case, independently of the defined
operation point, the image would be correctly classified with class Fire.

5 Conclusions and Future Work

In conclusion, the results obtained for the fire and smoke detection prob-
lem in static images are promising. With the developed system, it is pos-
sible to get the fire or smoke location detected in the image’s space. The
YOLO models also allow fire and smoke detections to be made on video,
which can be useful in integrating with the FireLoc system if video sub-
missions, in addition to still images, are accepted. The system can be dy-
namic, absorbing new information by applying new cycles of additional
training, using images submitted by users, adapting it better to the appli-
cation’s operating context.
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Abstract

Different sequences of the same medical exam, as for instance MRI’s
T1w and Dyn, display different image features that enable the segmen-
tation of specific objects to be easier in one over the other. In breast
cancer research, T1w addresses better the diverse breast anatomy, while
Dyn outshines over lesion segmentation. The present study proposes a
methodology to tackle an unapproached task, in order to facilitate the vol-
umetric alignment of data retrieved from T1w and Dyn sequences, lever-
aging breast surface segmentation and subsequent registration. The pro-
cess seems to have promising results as average two-dimensional contour
distances are at sub-voxel resolution and visual results seem well within
range for the valid transference of other segmented or annotated struc-
tures.

1 Introduction

Magnetic Resonance Imaging (MRI) is often performed on breast cancer
patients and allows 3D image reconstruction of the breast as it captures
regular interval slices from the patient’s torso. Image processing meth-
ods are often used to analyse these challenging MRI sequences, namely
focusing on T1-weighted (T1w) and MRI Dynamic Contrast-Enhanced
(MRI-DCE, Dyn henceforth). Specific objects in the torso are enhanced
on particular sequences and so, it stands to reason focusing the develop-
ment efforts towards dealing with the clearer options first.

The present study is an adaptation of [5], which aims to automatically
obtain the breast anterior surface on T1w and on Dyn at instant zero (Sd0).
Also, to join lesion annotations with the remaining anatomy reference
points, the segmented surfaces from T1w and Sd0 are registered using a
simplification of the Iterative Closest Point algorithm (ICP).

1.1 Related Work

Across multiple cancer specificities, and breast cancer research in partic-
ular, there is a significant amount of data and methods associated with
segmentation and multi-modal registration or fusion.

Segmentation approaches range from Maximum a Posteriori Estima-
tion approaches, Expectation Maximization–Markov Random Field tech-
niques and Atlas-based approaches to U-Net methodologies. However,
research does not focus as much on T1w or T2w sequences as it does on
Dyn, due to the lower difficulty of lesion segmentation on that sequence.
Furthermore, those segmentation procedures are largely directed only to-
wards the lesion and generally customarily the breast surface.

Breast multi-modal registration tasks generally involve fusing the Dyn
sequences to other entirely different modalities, such as PET and CT [1],
or between the 3D three-dimensional (3D) MRI and 2D data such as X-
ray Mammography [3]. There are also human biology based works that
focus on intra-modality alignment, commonly associated with the mon-
itoring of some disease’s progression, as usually found applied to brain
CT scans [4]. Nevertheless, some similar work is also done with breast
Dyn sequences [2].

However, this paper seems to be among the earlier work concern-
ing MRI intra-patient registration between T1w and Dyn or derived sub-
sequences, as in Sd0. Hence, we start studying low complexity approaches
such as edge detection, contour refinement and rigid registration.

2 Dataset

The dataset used was provided by the Redacted project and consists of T1-
weighted thoracic MRI exams (T1w) from 27 breast cancer patients, ob-
tained with a Philips Ingenia 3.0T MRI scanner. Each exam comprises 60

gray-scale axial images, with the approximate dimensions of 3 mm thick-
ness and resolution of 720×720 pixels (0.3-0.5 mm/pixel). Additionally,
each T1w acquisition has a corresponding dynamic contrast study (Dyn)
that includes the sequence data at the instant zero (Sd0). In turn, this se-
quence comprises 300 gray-scale sagittal images, with 1 mm thickness
and a resolution of 300× 300 pixels (0.5-0.6 mm/pixel), in a narrower
field of view.

Due to the specific ease of annotating, the T1w also has available
binary masks for the breast and the Sd0 has the lesion we aim to transport
(Figure 1). All annotations were manually performed by experts with
more than 5 years of experience.

(a) T1w breast (b) T1w breast perimeter (c) Sd0 Lesion

Figure 1: Annotation Images

3 Methodology

The tasks intended to be tackled include T1w and Sd0 sequences’ segmen-
tation and subsequent registration of both segmented breast surfaces. For
the segmentation task, T1w and Sd0 volumes are individually processed
using the same pipeline, despite their difference in field of view, voxel
resolution and extent. Sd0 volumes are rotated in 90 degrees, so that both
anatomical volumes face the same direction, on the axial view.

3.1 Breast Surface Segmentation

The approach tries to enclose the breast surface in a solid region, ignoring
internal structures when possible, enabling a smooth generation of the
breast surface. The segmentation pipeline is shown in Figure 2.

Figure 2: Segmentation Pipeline for one MRI sequence

The initial step is a Canny detector for obtaining the salient volume
boundaries. This is performed in both coronal and sagittal directions (Fig-
ures 3a, 3b), to compensate potential gaps in perspective, namely hidden
information of the inframammary folds. The edge maps are joined (Fig-
ure 3c) and closed with a 3D sphere. Flood-filling operations ensue: along
the sagittal perspective, then along the coronal and again along the sagit-
tal view (Figure 3d). Next we applied dilation filtering and a Chan-Vese
level-set block, over the coronal view. This processing is done individ-
ually on separated left and right breast images, until a single object is
found on the filling step. This avoids fusing the breasts on the active
contour step. Lastly, the surface perimeter is then extracted (Figure 3e).
An example of the 3D segmentation extents for a full patient is shown in
Figure 4.

3.2 Registration

First we convert the coordinates of the point clouds to real world values
(voxel resolution is applied to the point list). A point cloud is rotated
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(a) Canny
Coronal

(b) Canny
Sagittal

(c) Mask
Coronal

(d) Filling (e) 3D Coronal
Perimeter

Figure 3: Pipeline intermediate results for Sd0

so both (Sd0 and T1w) face the same orientation. The point clouds are
subsequently processed by an ICP algorithm, that imposes a no rotation
restriction, as both sequences of data are captured during the same session
and with the patient lying down, trying not to move. This will enable to
accurately convert the desired spatial data - in this case the lesion’s points
acquired on the Sd0 - and place it on the respective location, among the
structure data on the base view (here, the T1w). An example of the process
is shown in Figure 5.

Figure 4: T1w Segmentation output (red) against GT contour (green)

(a) Pre-Registred (b) Registred (c) Registred

Figure 5: Registration step. T1w (red), Registered Sd0 (blue)

3.3 Evaluation metrics

For segmentation we can only fairly compare the T1w segmentation with
the T1wGT , as there is no breast GT mask for Sd0. Furthermore, it should
only be done in one direction, as T1wGT’s perimeter also includes the
posterior breast contour (Fig 1b). Registration wise, the metric is ob-
tained only from the aligned surfaces as using the T1wGT contour could
negatively impact the registration process due to its extensive perimeter.

In neither case, area metrics can be provided as the segmented frontal
breast surfaces are not comparable to the solid T1wGT objects. Hence,
the metrics performed are Average Distance (one way) and AD (bidirec-
tional). Extreme valued cases across all patients are also shown.

4 Results and Discussion

First, we observed an increasing surface distance as we reached the ver-
tical extremities (Figure 4). It was expected as less homogeneous inten-
sities are found in the top and bottom slices. In turn, this influences the
segmentation method which operates on the sagittal and coronal perspec-
tives and slightly expands the real boundaries to obtain a smoother, closed
result.

The registration process of the segmented surfaces (Figure 5) presents
acceptable alignments, where larger mismatches may be attributable to
segmentation errors at the vertical extremities, in particular of the T1w
surface. The breast shape acquired from both sequences seems to match
enough to conduct reliable registration, producing an average error around
the central slices of approximately the 4mm.

When comparing to T1wGT , the Sd0 follows closely the outer skin in-
terface, while the T1w segmentation follows the inner one, in many cases
having the manual annotation averaging between both.

Table 1 presents numerical evidence of the results. The 3D T1w seg-
mentation results point to about a 4 to 7 pixel error, which is a good re-
sult, considering some of the method’s limitations and the reliability of
the dataset.

Table 1: Segmentation and registration 3D errors

Min Avg. Dist. AD Max

T1w to
T1wGT

1.23 2.20 (0.47) n.a. 3.05

Sd0 to T1w 1.75 2.91(1.30)
2.57 (1.01)

6.17
T1w to Sd0 1.37 1.77 (0.47) 3.76

All metrics in mm (min is best). Avg. Dist. and AD present values averaged across all patients, and

respective standard deviations in parenthesis.

On the registration side, a trend of larger Sd0 to T1w error was an-
ticipated and verified, as the Sd0 has roughly 3 times more slices than
T1w, for the same vertical extent. General errors are quite low consid-
ering that T1w has a slice thickness of 3 mm. The Avg. Dist. values
are close, confirming that both segmentation surfaces have fairly simi-
lar shapes and extents. This validates the balanced method performance
across both sequences. This also argues for the capacity of this ICP setup
for the intended objective. Finally, and naturally, AD middles the Average
Distance of each sequence, leaning more on the Sd0 to T1w direction, as
Sd0 tends to have more points on the clouds than T1w.

5 Conclusion

An early pipeline for the untried fusion between the breast outer contour
of T1w and Sd0 MRI sequences has been proposed. The main objective
was to unify both sequences under the same orientation and 3D space, to
combine both sources of annotations.

For this, a breast surface segmentation plus registration approach was
employed. Both visual and quantitative outcomes show encouraging re-
sults, managing average contour distances below T1w’s slice thickness
value. Although the approach may require further adjustments for an at-
las development and other goals, the proposed pipeline seems to fulfill the
purpose of joining the annotations of these two sequences.
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Abstract 
 

Sarcopenia is a syndrome characterized by progressive and 

generalized loss of skeletal muscle mass and muscle strength. Through 

the analysis of ultrasound images, this work compares the effectiveness 

between traditional deep transfer learning and three traditional 

classifiers, FineKNN, CubicSVM and SubspaceKNN. The results 

showed that the deep learning transfer had the best final classification, 

98.3%; the traditional classifier that presented the better performance 

was CubicSVM, with an efficiency of 97.9%, higher than the others, 

with SubspaceKNN achieving 97.1% and FineKNN reaching 96.5%. 

 

Keywords: Sarcopenia, ultrasound, traditional classifiers, Deep Transfer 

Learning, Inception-v3, FineKNN, CubicSVM, KNN Subspace. 

1 Introduction 

     Deep learning is a method that has the ability to "learn" automatically 

the mid and high-level features from untrained images. Since the 

creation of AlexNet, the winner of the "ImageNet” Large Scale 

Recognition Challenge" (ILSVRC) in 2012 [1], deep learning attracts 

attentions in the field of machine learning [2]. In 2013, deep learning 

was selected for the top 10 of the most innovative technologies [3]. 

Nowadays, this technology is successfully applied in several areas, such 

as medical imaging [4], using different anatomical structures, such as 

muscles [5]. 

     Musculoskeletal tissue has as main task the contraction and energy 

production to carry out movement. It is composed by elongated cells, 

and at the level of its histology has a striated appearance. These cells 

have transverse striations, alternated by a light band and a dark band, 

containing inside the main components for the process of contraction 

and muscle relaxation, called sarcomeres. As time goes by, sarcomeres 

are degraded leading to sarcopenia.  

     In 2010, the European Working Group on Sarcopenia in Older 

People (EWGSOP) defined sarcopenia as "a syndrome characterized by 

progressive and generalized loss of skeletal muscle mass and muscle 

strength, with risk of adverse effects such as physical disability, poor 

quality of life and death" [6]. 

2 Methodology 

 This section aims not only to make a brief explanation of each step 

performed throughout the project, but also to indicate the workflow of it. 

The flow and the steps performed are illustrated in the following figure. 

 
Figure 1: WorkFlow. 

2.1 Data Preparation 

     From acquired images, several 40x40 ROI were extracted, since 

ROIs of larger size captured undesirable elements such as aponevroses. 

Once a rotated rectangular ROI presented the corners in black, which 

could negatively influence the final results, it was used circular ROIs to 

perform the rotations in the data augmentation process. In order to use 

this ROIs in the neural network, a resize was performed, changing its 

dimension to 299x299x3, since these are the input dimensions required 

by inception-v3 network. The ROI was replicated three times to fill the 

three layers of the RGB image. 

 

 
Figure 2: (a) Normal muscle ROI (b) Sarcopenic muscle ROI. 

2.2 Data Augmentation 

     This is a mandatory process to be carried out when talking about 

Deep Transfer Learning and Machine Learning, since both need large 

amounts of data to be able to produce good accuracy. For the tests 

performed, three mathematical operations were used. 

     a) Rotations: 3 different angles were defined, being 10°, 20° and 30°. 

For this purpose, the matlab command "imrotate" was used. Having in 

mind these values, each image generated six new images. 

     b) Noise: In this operation was used the Gaussian noise formula in 

matlab: 

 ))((* bsizerandcbx   (1) 

In this expression b is the image (ROI) and c is a chosen value from 

one of three distinct values that were randomly selected. In this case 

6,12 and 25 were used. Then, three new images were created. 

     c) Rotations + Noise: 18 new images were created, all obtained from 

the merging of rotation operations (clockwise and non-clockwise) and 

the addition of noise. 
     d) Flip: once the percentages of the training, validation and testing 

data were chosen, the number of images was doubled in each one steps 

with the "flip" operation, mirroring the images. For this, the matlab 

command "fliplr"was used. 

2.3 Inception-V3 

The neuronal network Inception-V3 was used for the analysis of the 

images. It has an architecture based on 2 types of factorization. 
 

2.3.1 Factorization into small convolutions 
 

     The factorization of convolutions aims to reduce the number of 

connections/parameters without affecting the accuracy of the network. 

This allows the reduction of the size from convolution layers, namely a 

5x5 convolution, which is replaced by two 3x3 convolutions. That leads 

to parameters reduction [7].  
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2.3.2 Factorization  into Asymmetric Convolutions 
 

     This factorization uses the layers resulting from the previous process. 

These layers have their size reduced, namely a 3x3 layer, which is 

converted into two 1x3 and 3x1 layers. Using a 3×1 convolution 

followed by a 1×3 convolution is the equivalent of sliding a two-layer 

network with the same filter size as in a 3×3 convolution.   

     In order to reduce the computational costs of the network, it was 

found that the transformation into 1x7 and 7x1 layers provided better 

results [7].    
 

2.3.3 Convolutional Layers 
 

     A convolutional layer contains a set of filters whose parameters need 

to be learned. Each filter is concatenated with the input volume to 

calculate an activation map, i.e., the filter goes through the entire width 

and height of the input. Finally, the product of the points between the 

input and the filter are calculated at each spatial position.  
 

2.3.4 Pool Layers 
 

     The Pool layer is added after the convolutional layer. Specifically, 

after a nonlinearity (for example, ReLU) has been applied to the output 

of features maps by a convolutional layer. There are 2 types of pool 

layers:  

     a) Average pool: Calculates the average value of each patch on the 

features map. 

     b) Max pool: Calculates the maximum value for each patch of the 

features map. 

     The result of using this type of layers and creating sampled feature 

maps is a summarized version of the features found in the input. 

 

2.5 Features Extraction 

 

     Loading dataset into the inception-V3 network, the "avg_pool" layer 

of this network was used to obtain the 2048 features of each image. 

Using the “activations” command present in Matlab it was possible to 

create an array with all the extracted features. Then this array was 

introduced into the feature extractor toolbox FEAST in order to select 

the best 400 features. This toolbox has several algorithms to perform the 

detection of the best features, to be used in the training of traditional 

classifiers.  
 

3 Results 
 

     Datasets were obtained from 144 images (ROIs of the original 

images, 61 normal muscles and 83 sarcopenic muscles). The percentages 

assigned to the training, validation and testing steps were the following: 

     a) dataset A: 60% for training, 20% for validation and 20% for 

testing, which corresponds to 7200 images (4300 training, 1450 

validation and 1450 test ). 

     b) dataset B: 70% for training, 15% for validation and 15% for 

testing, which corresponds to 7200 images (5000 training, 1100 

validation and 1100 test). 

     c) Dataset C: 80% for training, 10% for validation and 10% for 

testing, which corresponds to 7200 images (5750 training, 750 

validation and 700 test ). 

Finally, three new datasets were obtained from 285 images (2 ROIs 

per original image), but 3 of the images only allowed to select 1 ROI 

since they have small muscles . The percentages assigned to the training, 

validation and testing steps were the following: 

     a) A2R dataset: 60% for training, 20% for validation and 20% for 

testing, which corresponds to 14350 images (8550 training, 2900 

validation and 2900 test ). 

     b) B2R dataset: 70% for training, 15% for validation and 15% for 

testing, which corresponds to 14350 images (9950 training, 2150 

validation and 2150 test). 

     c) C2R dataset: 80% for training, 10% for validation and 10% for 

testing, which corresponds to 14350 images (11400 training, 1450 

validation and 1450 test ). 

We used three different proportions of training, validation and test in 

order to verify the effect of the training percentages on the final results. 

     Tests were carried out on several traditional classifiers presented in 

the “classification learner” application of Matlab to identify which 

classifier would produce the best performance. 

     As input, these classifiers received the matrix with the features 

extracted from all the training images in the dataset and a matrix with 

the respective labels. 

     After training the classifiers, the results achieved by the best three 

classifiers were exported to be used later, in order to evaluate the test 

images of the dataset in question.   

     For the analysis with the inception-V3 network, the following 

values were chosen for the different hyper-parameters: Epochs = 5; 

LearningRateFactor=0.001;MiniBatchSize=100; 

WeightLearnRateFactor = 10; BiasLearnRateFactor = 5. 

 

Method Dataset  

A 

Dataset  

B 

 

Dataset  

C 

 

Dataset 

A2R 

 

Dataset 

B2R 

 

Dataset 

C2R 

 

CubicSVM 95.0% 93.3% 90.7% 97.1% 97.9% 97.9% 

Fine KNN 91.9% 91.5% 89.6% 95.4% 96.5% 96.5% 

SubspaceKNN 92.9% 92.1% 90.3% 95.9% 97.1% 96.4% 

Inception-V3 98.3% 93.3% 90.9% 97.9% 98.0% 97.9% 

Table 1: Accuracy values achieved by the four implemented methods. 
 

     Looking closely to the obtained results, it was concluded that 

traditional classifiers performance is lower than deep transfer learning 

since in datasets with only one ROI per image, the maximum 

classification value achieved by traditional classifiers was 95%, i.e., a 

difference of 3.2% compared to the best result obtained by inception-

V3. With regard to datasets with double ROI per image, the 

classifications between both methods are similar. However, only 

Inception-V3 achieved an efficiency of 98%. These results suggests that 

deep transfer learning has a superior performance when compared to 

traditional classifiers. 

3 Conclusions and Future Work 

 The datasets of this project were obtained through 144 original 

images and since both deep transfer learning and machine learning 

needs a large amounts of data, the acquisition of more images related to 

patients with and without the pathology can also allow an increase on 

accuracy. One of the aspects that can be studied in future work is the 

size defined for the ROIs, since having these with smaller sizes can also 

produce better results. 

Acknowledgments 
 

This research is sponsored by FEDER funds through the program 

COMPETE – Programa Operacional Factores de Competitividade – and 

by national funds through FCT – Fundação para a Ciência e a 

Tecnologia –, under the project UIDB/00285/2020. 

References 

[1] Teofilo F. Gonzalez. Handbook of approximation algorithms and 

metaheuristics. Handb. Approx. Algorithms Metaheuristics, pages 

1–1432, 2007. 

[2] Shengfeng Liu, Yi Wang, Xin Yang, Baiying Lei, Li Liu, Shawn 

Xiang Li, Dong Ni, and Tianfu Wang. Deep Learning in Medical 

Ultrasound Analysis: A Review. Engineering, 5(2):261–275, 2019. 

[3] Ge Wang. A perspective on deep imaging. IEEE Access, 4:8914–

8924, 2016. 

[4] Geert Litjens, Thijs Kooi, Babak Ehteshami Bejnordi, Arnaud 

Arindra Adiyoso Setio, Fran-cesco Ciompi, Mohsen Ghafoorian, 

Jeroen A.W.M. van der Laak, Bram van Ginneken, andClara I. 

Sánchez. A survey on deep learning in medical image analysis. 

Med. Image Anal., 42:60–88, 2017. 

[5] P. Burlina, N. Joshi, S. Billings, I. J. Wang, and J. Albayda. 

Unsupervised deep novelty detection: Application to muscle 

ultrasound and myositis screening. Proc. - Int. Symp. Biomed. 

Imaging, 1910–1914, 2019. 

[6] Alfonso J, et al. Sarcopenia: Europeanconsensus on definition and 

diagnosis. Age Ageing, 39(4):412–423, 2010. 

[7] Christian Szegedy, Vincent Vanhoucke, Sergey Ioffe, Jon Shlens, 

and Zbigniew Wojna. Rethin-king the Inception Architecture for 

Computer Vision. Proc. IEEE Comput. Soc. Conf. Comput. Vis. 

Pattern Recognit., 2818–2826, 2016. 

Proceedings of RECPAD 2020 26th Portuguese Conference on Pattern Recognition

14



  

 

Abstract 
 

Facial recognition is a method of identifying or authenticating the identity 

of individuals through their faces. Systems that use multispectral images 

in face recognition obtain better results that those who use only visible 

images. In this work, we propose a multi-channel deep convolutional 

neural network approach for facial recognition using multispectral 

images. A study is carried out to assess the performance of Support Vector 

Machines and k-Nearest Neighbor classifiers to classify the 256-d 

embeddings obtained by adapting the Domain Specifc Units in the 

LightCNN. Experimental results in the Tufts face dataset show 

competitive performance in facial recognition obtaining a rank-1 score of 

99.5%.  

1 Introduction 

Nowadays it is possible to see a growth of applications that use facial 

recognition systems, whether for collective use, as in companies, or for 

personal use, as in smartphones. There is also an increasing usage of more 

than one spectral range to improve results in facial recognition. 

There are two main modes of image acquisition in facial recognition 

systems: in a controlled environment, where a person cooperates in 

acquiring images, and in an uncontrolled environment, also known as “in 

the wild”, where a person does not cooperate or has no knowledge during 

the phase of image acquisition. Systems that use only the visible spectrum 

(VIS) have several obstacles, such as occlusions, pose variation, non-

cooperation of the person and, the most problematic, changes in the 

luminosity. As a result, it is necessary to complement these facial 

recognition systems, either with the use other biometric sensors (e.g. 

fingerprint or iris) or other spectral bands, in order to minimize these 

problems. 

The infrared spectrum, namely the Near Infrared (NIR), Short Wave 

Infrared (SWIR), Medium Wavelength Infrared (MWIR) and Long 

Wavelength Infrared (LWIR) spectral bands, has been used successfully 

in facial recognition systems, as a complement of the visible spectrum [1]. 

These systems, which use more than one spectral band, are called 

multispectral.  

The infrared spectral band has several advantages when compared to 

the visible spectrum; it is imperceptible to the human eye and, at the same 

time, less sensitive to differences in luminosity. For instance, the night 

cameras used in video surveillance have LEDs with emission in the 

infrared spectrum to illuminate the scene and perform night surveillance 

without people realizing it.  

The spectral bands NIR and SWIR are very close to the visible 

spectrum, thus afford an easy adaptation of automatic learning methods 

trained with images of the visible spectrum. The MWIR and LWIR 

spectral bands (also known as thermal bands) allow the use of facial 

recognition systems at night, when the luminosity is very low or even 

zero. 

Multispectral facial recognition systems, in comparison with only 

visible facial recognition systems, can be used as a method to add an extra 

security layer, to recognize a person more accurately, in accessing a high 

security place, in order to guarantee access only to authorized people. 

These places can be hospitals, schools, laboratories and military buildings 

[1]. 

Through the development of an improved facial recognition system, 

it is possible to guarantee a more reliable and more robust access control, 

protecting property and increasing people's safety. 

2 Methods 

Each multispectral image may have several channels, one for each 

spectral band. When an monospectral band is in RGB, this image is 

converted to greyscale, as it is a requirement in the next phases. 

Face detection is performed in all channels using the OpenCV [2] 

deep neural network (DNN) to obtain a face bounding box. If face 

detection was inconclusive (normal in LWIR channels, since the DNN 

used was trained in VIS images) the face bounding box from the VIS 

channel is used.  

After the face bounding box is obtained, face landmark detection is 

performed using the DNN provided by Dlib [3]. A face alignment is 

accomplished by transforming the image such that the eyes centres are 

horizontal and in a predefined coordinate.  

Finally, the aligned images are resized to a size of 144 x 144 pixels, 

to perform data augmentation on the images in order to better generalize 

our model, later explained in section 2.3. Figure 1 shows images in each 

spectral band. 

 
Figure 1: Illustrative images of the VIS, NIR and LWIR spectral bands. 

2.1  Model Architecture 

The method used to extract the face embeddings to perform facial 

recognition is based on the concept of Pereira et al. [4] (the Domain 

Specific Units (DSU)), and we use the LightCNN [5] as the deep 

convolutional neural network, in contrary with Pereira work where he 

uses the Inception-ResNet-V2 [6] neural network.  

Pereira et al. [4] showed that low level features in deep convolutional 

neural networks can be adapted to satisfy a specific spectral band, doing 

so it is not necessary to re-train the entire convolutional neural network. 

For this reason, we use a neural network that was previously trained for 

the task of facial recognition. 

The LigthCNN model used in this work was trained with several face 

images, in the visible band, for face recognition. This architecture was 

chosen because of the small number of parameters, when comparing with 

other networks in face recognition. The reduced set of parameters was 

achievable because of the use of the Max-Feature Map (MFM) activation 

function as an alternative for the Rectified Linear Units (ReLu), which 

supresses low activation neurons in each layer [5]. 

The proposed architecture is shown in the Figure 2. The LightCNN 

takes as input a 128 x 128 pixels image and produces a 256-dimensional 

embedding, which can be used as a face representation. Each 256-d 

embedding represent the identity of the person through the spectral band 

of the channel used. Then all the embeddings produced by the channels 

are concatenated. In the last fully connected layer, the linear activation 

function was used.  

The last fully connected layer it is added to produce the final 256-

dimensional embedding, which can be used as a face representation by all 

the channels. 

 
 

Figure 2: Overview of the proposed architecture: adapted layers (green) 
and not adapted layers (blue). 
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Using the pre-trained weights from the LightCNN, trained for face 

recognition in the visible band, it is possible to avoid a possible overfit, 

since the available multispectral datasets have a very limited number of 

images. 

Obtained the 256-d embeddings it is now necessary to train a classifier 

to identify the person in the image. For comparison purposes, two 

classifiers were also used: the Support Vector Machines (SVM) and the 

k-Nearest Neighbour (kNN). 

2.2  Dataset 

The Tufts face dataset [7] was used to test the architecture. First it was 

necessary to clean and pre-process the dataset before using it. Initially the 

missing and corrupted images were excluded, then a facial detection was 

done. If facial detection was inconclusive a manual face detection was 

performed. Then all images where cropped and resized to a predefined 

size of 144x144 pixels. After this pre-processing task, the final dataset 

had 7 715 images from 109 persons. 

This dataset was split into three subsets: 60% for training, 20% for 

validation and the last 20% for testing. It was performed a stratified split 

in the dataset so that each person is equally represented in each split. This 

step is necessary since the number of images per person in the dataset is 

not equal. 

2.3  Training Procedure 

Data augmentation was used to obtain a more generalized model. In the 

training set it was used random horizontal mirroring and random cropping 

to the size of 128x128 pixels. With the validation set it was only applied 

a center cropping to a size of 128x128 pixels, to comply with the required 

size of the LightCNN. 

During the training procedure the proposed architecture was trained 

with the cross-entropy loss function. As the architecture was implemented 

in Pytorch, the cross-entropy loss function combines the Logarithmic 

SoftMax (LogSoftMax) and the negative log likelihood (NLLLoss) into a 

single function. Was used the Adam optimizer with a batch size of 16 and 

a learning rate of 10-3. 

3 Experiments and Results 

To evaluate the performance of the proposed architecture several analyses 

were performed.  

The first analysis allowed us to choose the appropriate classifier. 

Three classifiers were implemented: SVM with radial base function (rbf) 

kernel and the linear kernel and the kNN with the Euclidian distance. To 

obtain the best hyperparameters a stratified 5-fold cross-validation (CV) 

was performed during the training of each classifier with the training and 

validation set.  

The hyperparameters fine-tuned were the regularization parameter 

(C), the kernel coefficient (γ) and the number of neighbours (k).  The best 

hyperparameters, the range used in each hyperparameter, and the rank-1 

value obtained with it are displayed in Table 1.  
 

Table 1: Best hyperparameters obtained for each classifier. 

Classifier 
Hyperparameters 

Rank-1 
10-10 ≤ C ≤ 105 10-10 ≤ γ ≤ 102 1 ≤ k ≤ 25 

SVM - Linear > 0.01 - - 99.8 % 

SVM - rbf 10 10-4 - 99.8 % 

kNN - - 1 99.5 % 
 

Determined the more suitable hyperparameters for each classifier they 

were trained only with the training set. Afterwards the classifiers were 

used to classify the 256-d embeddings from the test set. It was achieved a 

rank-1 score 99.70 %, 99.24 % and 99.24% for the SVM-Linear, SVM-

rbf and kNN, respectively.  
 

 
Figure 3: Cumulative matching curves for each classifier. 

Figure 3 presents the cumulative matching curve (CMC) for each 

classifier up to rank-10. It is possible to observe that both SVM classifiers 

obtain a 100% score at rank-2 and have similar results. Further studies 

concluded that kNN obtains a 100% score at rank-102. These 

experimental results indicate that the SVM classifiers are more useful in 

identifying a person identity.  

A comparison is made with other state of the art methods for face 

recognition that used the same dataset. This comparison can be seen in 

Table 2. When compared with other methods the proposed architecture 

proves to be a viable choice for multispectral face recognition, obtaining 

higher results. 
  

Table 2: Comparison with state-of-the-art face recognition methods for 

the Tufts face dataset. 
 

Method Rank-1  

Circular HOG [8] 94.5 % 

TR-GAN [9] 88.7 % 

Proposed methodology 99.7 % 

4 Conclusions 

Multispectral facial recognition still has plenty of space to evolve and 

improve. The main targets of multispectral facial recognition systems 

continue to be security and surveillance, especially in critical locations, such 

as airports or military classified areas.  

In this work, it is proposed a new architecture for facial recognition 

using multispectral images. The architecture produces 256-d embeddings 

that represent the identity of a person through multispectral images. To 

test and compare this architecture it is used the Tufts face dataset. To 

classify the 256-d embeddings an SVM-linear classifier proved to be the 

best classifier, obtaining the higher rank-1 score. Experimental results 

verify the effectiveness of the proposed architecture in multispectral face 

recognition when comparing with other state-of-the-art methods.  
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Abstract

The readmission of patients who had surgery is very prevalent. The goal
of this work is to develop machine learning models to predict the likeli-
hood of this readmission. The models will be based on several character-
istics such as pathology, surgical speciality, surgical intervention, among
others. Given a group of clinical cases, collected from 3 hospitals, the
above mentioned parameters are collected and used to train and test ma-
chine learning algorithms such as Logistic Regression (LR), Support Vec-
tor Machines (SVM), K-Nearest Neighbour (kNN) and Decision Trees
(DT). Data imputation and data balance techniques were also used. Mod-
els were developed with pre-surgery data only and also with data from
after the surgery. Decision Trees have shown the best performance, hav-
ing an accuracy of 91% before surgical intervention and an accuracy of
82% after surgical intervention.

1 Introduction
The analysis of the number of readmissions is of uttermost importance
since, in addition to the added expenses for the hospital and the implica-
tions for the patient, it is also a marker of quality of the service provided
by the healthcare facility. In a study carried out in Portugal between 2000
and 2008, it was possible to conclude that of the 5 514 331 unplanned
hospitalisations, 4.1 % corresponded to hospital readmissions and that in
episodes of readmission, hospital mortality was higher than in the remain-
ing episodes, with the mortality rate in readmission episodes being 9.5 %
and in the remaining 5.6 % [8].

The developed work consists in the application of machine learning
techniques to a database of 21 112 occurrences, acquired in three different
hospitals. Models were developed for two phases, before surgery, using a
total of 7 attributes, and after surgery, using 13 attributes. Data imputation
and data balance were performed and 4 classifiers were tested, Logistic
Regression (LR), Support Vector Machines (SVM), K-Nearest Neighbour
(kNN) and Decision Trees (DT). Decision Trees classifier is the one that
has the best performance in both phases, achieving an accuracy of 0.91
before surgery and 0.82 after surgery.

2 Commercially available software

Companies like Jvion, AI Brisbane and Safecare AI use artificial intelli-
gence to develop hospital software for decreasing or predicting readmis-
sion of patients.

Jvion 1 identifies and predicts patients at risk and defines actions to
be taken for each patient. To reach a decision on the likelihood that a
patient will be readmitted within 30 days, the data that is taken into ac-
count is not only clinical data, but also external data such as whether they
have access to food, pharmacy or car. According to Jvion, self learning
Eigen Spheres are used, although the details on this technique are not very
clear 2. According to the website, in a recent test, Jvion software was able
to correctly identify patients at high risk of readmission 96% of the time.

AI Brisbane 3, focuses on forecasting using machine learning algo-
rithms. It makes a selection and division of patients into groups, of high
and low risk of readmission. In addition to the readmission forecast, the
reason for this classification is also explained.

SafeCare AI 4 has a more preventive action, using real-time decisions

1https://jvion.com
2https://www.reddit.com/r/datascience/comments/8c2vnd/what_

is_everyones_opinion_on_jvion_and_their/
3https://aibrisbane.com.au
4https://www.safecareai.com

where the focus is on actions that may decrease the likelihood of a next
readmission. Medical data is processed using AI software to provide clin-
ical decision support by intelligence emulation using machine learning,
deep learning and artificial neural networks.

Unlike the above mentioned software, the software to be developed by
BSimple is focused on the episode of the operation, assessing the risk of
a certain patient being readmitted, before and after medical intervention.

3 Methods

This section will detail the steps taken during the development. The
pipeline includes four main phases: pre-processing, training, evaluation
and forecasting, as shown in Figure 1.

Figure 1: Methodology flowchart

Dataset: The used database has records from three Portuguese hos-
pitals and contains 21,112 records. This database has 46 tables with dif-
ferent attributes. The attributes used in the model were empirically se-
lected and depend if the instance corresponds to pre or post surgery.

Pre-processing: The database was first cleaned to remove all in-
stances for which the surgery had been cancelled. To calculate which
patients were readmitted, an interval of 30 days was considered.

Data selection: For the experiments before surgery, all cases with
the variables: pathology, diagnoses, surgical speciality and surgical in-
tervention with values equal to the case to be predicted were selected.
These subgroups were then concatenated, removing the lines of repeated
values. For the experiments after surgery, all cases with the variables:
pathology, diagnoses, surgical speciality, surgical intervention, anaesthe-
sia technique, and complications with values equal to the case to be pre-
dicted were selected. These subgroups were then concatenated, removing
the lines of repeated values. This resulted in a set of 133 cases before
surgery (79 non-readmissions and 54 readmissions) and 8 095 for after
surgery (5 314 non-readmissions and 2 781 readmissions).

Data normalisation: The purpose of normalisation is to change the
values of the data group used so that they all follow the same scale. The
formula used is as follows: z = x−min(x)

max(x)−min(x) . After normalisation, the
values now belong to the interval [0,1].

Proceedings of RECPAD 2020 26th Portuguese Conference on Pattern Recognition

17



Data balance: Data imbalance is characterised by a discrepancy in
the number of examples per class of a dataset. This phenomenon is known
to deteriorate the performance of classifiers, since they are less able to
learn the characteristics of the less represented classes [3, 6]. In this way,
before using the classifier, data was balanced using SMOTE (Synthetic
Minority Over-sampling TEchnique) [1], applied only to training data.

Data imputation: Missing data has been found to have a consider-
able impact on the learning process of classifiers [7]. Since some fields
were missing for some instances in our database, data imputation was
performed. Some of the variables were filled in with the value zero, since
this value is not in the list for the designation of any attribute. We thus
assumed that null meant zero. For the variable “Hour”, which only ex-
ists in the phase after the operation, the average calculated using only the
training data (µ), was used to fill both the training and test data.

Classifiers: The current work deals with binary classification, being
the two classes the readmission and no readmission of the patient. Four
different classifiers were tested: LR, SVM, DT and kNN.

4 Evaluation

In order to test the performance of the classifiers, the dataset was divided
into two sets, a train and a test set. A percentage of 30% was used for
the test set, and the remaining was left for the train test. The evaluation
methodologies used were the confusion matrix, accuracy, precision, f1-
score and recall.

Precision, Recall and F1-Score before surgery are given in Table 1,
while the same values for after surgery are summarised in Table 2. Accu-
racy results are shown in Table 3.

Table 1: Precision, Recall and F1-Score before surgery
Precision LR SVM kNN DT
Not readmitted 0.64 0.63 0.68 1.00
Readmitted 0.85 0.68 0.87 0.96
Recall LR SVM kNN DT
Not readmitted 0.92 0.76 0.92 0.96
Readmitted 0.46 0.54 0.54 1.00
F1-Score LR SVM kNN DT
Not readmitted 0.75 0.69 0.78 0.98
Readmitted 0.59 0.60 0.67 0.98

Table 2: Precision, Recall and F1-Score after surgery
Precision LR SVM kNN DT
Not readmitted 0.82 0.84 0.80 0.87
Readmitted 0.55 0.55 0.65 0.75
Recall LR SVM kNN DT
Not readmitted 0.68 0.76 0.76 0.86
Readmitted 0.72 0.73 0.65 0.75
F1-Score LR SVM kNN DT
Not readmitted 0.74 0.80 0.78 0.86
Readmitted 0.62 0.67 0.62 0.75

Table 3: Accuracy results
Accuracy LR SVM kNN DT
Before surgery 0.69 0.65 0.73 0.98
After surgery 0.69 0.75 0.72 0.82

The classifier with the best performance was Decision Trees, achiev-
ing an accuracy of 98% for the before surgery experiments and of 82%
for after surgery. The worst classifier was SVM with an accuracy of only
65% for before surgery and of 75% after surgery.

Looking at the state of the art, Accuracy is between 69% and 72%
in [4], while the Accuracy reported in [5] reaches values between 64%
– 70%. It can be thus be concluded that our results exceeded the ones
previously published.

For this scenario, it is more important to predict that a patient will be
readmitted, even when he ends up not being readmitted. This prediction
will allow for preventive measures to be undertaken. When analysing
the confusion matrices (not shown due to space constrictions), it could
be seen that, before surgery, only one case were miss-classified as “Not
readmitted” when in fact they were readmitted within 30 days. For after

surgery, 428 cases were miss-classified as “Not readmitted” when in fact
they were readmitted.

Having selected the best model, Decision Trees, it is important to
access its stability. In this way, a set of 30 runs was performed, each
time with different randomly selected train and set sets (always in the
proportion of 70%/30%). Average and standard deviation of the accuracy
in each run is summarised in Table 4.

Table 4: Accuracy stability assessment
Average Standard deviation

Before surgery 0.91 0.03
After surgery 0.82 0.01

It can be seen that accuracy average values are very close to the ones
previously stated, and standard deviation are low, assuring the models’
stability.

5 Conclusions

The objective of this project was to develop a forecast model for the read-
mission of a patient before and after undergoing a surgical intervention.
The existence of these models will have a high impact in the clinical prac-
tice. A patient predicted to be readmitted can be more carefully analysed
by the healthcare staff and more tests and procedures can be performed
before his release from the hospital in order to reduce the number of read-
missions. Even after the release of the patient from the hospital, a closer
monitoring of the recovery by phone calls or schedule appointments can
be done to identify early possible problems.

Although the developed model is functional, there are improvements
that could be made. The application of deep learning techniques [2] is
a possibility. We note, however, that these type of models need to be
carefully evaluated, being that simpler models are to be favoured in this
context.
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Abstract

Automatic searching mechanisms are essential to human progress by sim-
plifying access to relevant information in increasingly large libraries.

In this paper, we present a lightweight searching system, that com-
bines traditional techniques with neural networks yielding a model with
only 620 trainable parameters that can be applied to any searching prob-
lem for which there is training data available.

We evaluated our system in two challenges, both on the biomedi-
cal domain, namely BioASQ 8b and TREC-Covid. In the first one, we
achieved top and close to top scores in all the batches, while on TREC-
Covid our best result was a second place in the third round.

1 Introduction

In today’s science, we witness an unprecedented amount of new informa-
tion being generated every year. So, the ability to automatically search
this unstructured information, like documents, articles, or web pages, be-
comes a cornerstone of scientific development and progress.

As an example, in the biomedical area, scientists need to routinely
search a constantly increasing amount of information, usually in the form
of scientific articles, to conduct their day-to-day tasks, which becomes
an extremely time-consuming effort. To give a better context, during the
current pandemic situation more than 200 thousand articles exclusively
related to the study of the coronavirus were published, at a rhythm of ap-
proximately one thousand new articles per day1. In a more global view,
the most used database PubMed/MEDLINE has 30 million indexed arti-
cles and is growing at a rate of one and a half million new articles per
year.

This searching challenge is addressed by the Information Retrieval
(IR) field that studies and creates automatic systems capable of retrieving
the most relevant piece of information (usually documents) from a set of
unstructured information (set of documents also designated corpus) given
a query that encodes the information need. Nowadays, the IR field is con-
sidered to be divided into traditional IR and neural IR. The former uses
handcrafted rules and equations to directly compute the query-document
importance, the BM25 [8] ranking equation being the most popular ex-
ample. On the other hand, neural IR explores the increasing success of
neural networks to approximate a (sub)optimal ranking function by ex-
ploring labeled examples. In the literature, the most successful neural
architectures for this type of search are Interaction Based, which create
a joint representation of the question and the documents by considering
multiple matching signals. DRMM [5] and DeepRank [7] are examples
of such neural architecture.

This paper presents our lightweight neural interaction-based system,
with only 620 trainable parameters, to tackle the previously enunciated
searching problem. This system follows a two-step approach where we
combined the BM25, a traditional approach, with our lightweight neural
model.

We evaluate our system on the 8th BioASQ challenge and on the
TREC-Covid challenge, where for the BioASQ we achieved top and close
to the top scores for all the batches, while in the TREC-Covid we achieved
a second place on the third round as the best result. We are also partic-
ipated in the TREC-Deep Learning and TREC-Precision Medicine chal-
lenges using this same system. However, at the time of writing the results
are not available.

1These values are inferred from the metadata from the CORD-19 Corpus https://www.
semanticscholar.org/cord19

2 System Description

As previously mentioned, our system follows a two-step retrieval strategy,
more precisely, we adopt the BM25, as the first step, to act as a filter
in order to reduce the enormous search space and select only the top-N
most relevant documents that are further ranked by the neural model, as
described in Figure 1.

Figure 1: Overview of the system flow.

Our lightweight neural ranking model is a direct evolution of the fol-
lowing previous work [1, 4]. This new version was designed to weight
the importance of the document sentences concerning the query by tak-
ing into consideration the context where the exact match occurs, e.g., this
model produces a more refined judgment of the previously exact match
signal considered in the BM25.

Additionally, supported by the inner structure of the designed neural
model we devised a zero-shot learning algorithm for sentence extraction,
which gave us the ability to extract the sentences that are supposedly more
relevant to a given question. This was engineered by looking at the activa-
tion value that the model gave to each sentence and retrieving those with
higher values. So we assumed that the sentences that most contribute to
the final document score must be also the most relevant sentences present
in that document for that given question. For a more complete view of the
neural model and the zero-shot snippet extraction, we redirect the reader
to the following paper [2].

3 Evaluation

In this section, we will individually describe each competition and task
following by the respective results.

3.1 BioASQ

The BioASQ challenge [9] is an annual competition on document classi-
fication, retrieval, and question-answering, currently in the eighth edition.
We submitted our system to be evaluated on the document and snippet re-
trieval task, part of BioASQ task 8b phase A. For the document retrieval
task the objective was to retrieve the most relevant articles from last year’s
PubMed/MEDLINE annual database. The snippet task is similar but the
unit of information becomes the sentences from the PubMed/MEDLINE
articles.

The organizers published, in intervals of two weeks, a total of 500
biomedical questions split into five batches. For each batch we submit
our system results that were evaluated in terms of Recall, F1, MAP, and
GMAP.

With respect to the system, the BM25 filter was fine-tuned with the
2700 biomedical questions provided by the organizers as the training data.
The neural model was trained on the same data using a pairwise cross-
entropy loss with cyclic learning rates. We also used the GenSim imple-
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mentation of the word2vec [6] algorithm to train the word embeddings
directly on the PubMed/MEDLINE articles.

Regarding the competition, this edition received on average a total of
25 submissions from 9 teams for the five batches.

Table 1: Summary of the results obtained in the BioASQ.
System Document Retrieval Snippet Retrieval

Rank MAP@10 GMAP@10 Rank MAP@10 F1@10
Batch 1

Ours 1 33.98 1.20 5 29.53 15.00
Top Competitor 3 33.59 0.88 1 85.75 17.52

Batch 2
Ours 3 31.68 2.23 4 27.67 14.13

Top Competitor 1 33.04 1.85 1 68.21 17.73
Batch 3

Ours 4 43.69 2.04 5 41.37 16.61
Top Competitor 1 45.10 1.87 1 100.39 21.40

Batch 4
Ours 4 40.24 1.31 7 36.59 17.23

Top Competitor 1 41.63 2.04 1 102.44 21.51
Batch 5

Ours 1 48.42 3.49 5 43.79 19.60
Top Competitor 2 48.25 2.54 1 112.67 24.91

In terms of results, we achieved highly competitive scores on the doc-
ument retrieval task, as shown in Table 1, being first on the first and fifth
batches. On the other hand, although our results in the snippet retrieval
task were comparatively lower, we consider the results to be encouraging,
especially in terms of F1 score, given that these were obtained without
supervision.

3.2 TREC-Covid

TREC-Covid was an initiative to rapidly promote the development of an
automatic system capable of searching the fast growing literature about
the novel coronavirus to aid scientists in their researches. This challenge
was organized, in a matter of weeks, by the Allen Institute for Artificial
Intelligence (AI2), the National Institute of Standards and Technology
(NIST), Oregon Health Science University (OHSU), and others.

The challenge follows a TREC style format and relies on the CORD-
19 dataset2 as the collection of scientific articles about the novel coron-
avirus. The objective was to retrieve the most relevant articles from this
collection for each topic given by the organizers. In TREC challenges,
the topic represents the information need that in this case can be used as
the query to search the collection.

The competition had a total of five rounds, each with an increasing
number of topics: the first round had a total of 30 topics, with increments
of 5 topics for the following rounds. The system results were evaluated in
a residual manner, except for the first round, since the remaining rounds
share topics that had already been evaluated. The metrics adopted were
P@5, NDCG@10, Brepf, and MAP. The organizers also allowed the use
of the evaluation feedback of previous rounds as training data to tune/train
the submitted systems. An important note is that for the first round no
training data was available since no previous evaluation had been per-
formed.

Concerning the system, we utilized the BioASQ system on the first
round, which means this was a transfer learning approach, exploiting the
proximity of the domains. The only change was the embeddings that were
trained on the PubMed/MEDLINE articles and the CORD-19 dataset. For
the remaining rounds, we kept a similar approach but we also fine-tuned
(trained) the model with the feedback data from previous rounds. For a
more complete description of the strategy followed, we redirect the reader
to the following work [3].

Regarding the competition, this challenge received a lot of interest
from the community, resulting in one of the highest TREC participation
rates ever. For example, in the first round, a total of 56 teams submitted
results for a total of 143 runs.

Table 2: Summary of the two best results achieved on TREC-Covid.
System Round 1 Round 3

Rank P@5 NCDG@10 Rank P@5 NCDG@10
Ours 9 63.33 52.98 2 86.50 77.15

Top Competitor 1 78.00 60.80 1 86.00 77.40

2https://www.semanticscholar.org/cord19

In terms of results, we achieved positive and encouraging results, be-
ing the best one on the third round as shown in Table 2. Furthermore, we
show that our assumption to perform transfer learning with the BioASQ
data empirically works, by beating traditional IR techniques and more
recent transform-based techniques like BERT and T5. Regarding the re-
maining rounds, we scored approximately in the middle of the table. This
lower results could be partially explained by mistakes later identified in
these submissions.

4 Conclusion

In this paper, we show a two-stage retrieval system that was evaluated on
two biomedical challenges, namely BioASQ 8b and TREC-Covid. Re-
garding the BioASQ 8b, we demonstrate the effectiveness of our system
on the document task, by achieving top scores, and show a promising
zero-shot learning setup for the snippet retrieval task. With respect to
the TREC-Covid challenge, we demonstrate a successful transfer learn-
ing technique of our BioASQ system to this new task by leveraging the
proximity of domains between the tasks.
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Abstract 
 

Multiple sclerosis (MS) is a neurodegenerative disease that is increasing 
worldwide. MS diagnosis and monitoring treatment is vitally important. Due to 

neuronal damage, which occurs in neurons, this disease affects the ability of 
nerve cells in the brain and spinal cord to communicate. Magnetic resonance 

imaging is the gold standard exam for diagnosis and monitoring of multiple 

sclerosis. MS is characterized by brain lesions where the neurodegeneration 
process occurs, making it possible to visualize these affected areas on magnetic 

resonance images. The advancement of technology has allowed an improvement 
in the sequences for the visual detection of lesions caused by multiple sclerosis, 

aiding medical diagnosis. Imaging pre-processing is an important step in 

analysing specific structures. Thus, the purpose of this work is to perform image 
processing in MRI with skull stripping from MS patients for future detection and 

quantification of brain lesions. We concluded that the automatic pre-processing 
method applied in this work for skull stripping can be used for the brain 

extraction process and for future sclerotic lesions identification. 

1 Introduction 

Magnetic resonance imaging (MRI), due to the richness in the 
information details provided, is the gold standard exam for diagnosis 
and follow-up of neurodegenerative diseases, such as multiple sclerosis 
(MS) [1]. There is increasing prevalence and incidence of MS in both 
developing and developed countries [2, 3]. MS is a chronic neurological 
disease characterized by demyelination of axons [4]. This demyelination 
process (neurodegeneration) causes lesions in white matter that can be 
observed in vivo by MRI. In individuals with MS, radiological 
abnormalities can be identified even in the absence of clinical symptoms 
of the disease, and the areas where demyelination occurs can be seen in 
this type of image [5]. MRI allows the evaluation and follow-up of 
sclerotic lesions in different sequences such as T1, T2 and FLAIR (Fluid 
Attenuated Inversion Recovery) [6].  

The sclerotic lesions observed in the T1-weighted MRI sequence are 
areas with less signal intensity when compared to normal areas [7]. In 
this type of sequence, the injured area becomes isointense within a few 
months after the cessation of inflammatory activity and with the process 
of repairing mechanisms, such as remyelination. The highlight of the 
lesions can also be seen in the T2 and FLAIR sequences, the affected 
area is characterized by hypersignal. Such lesions may provide 
quantitative assessments of the inflammatory activity of the disease, and 
possibly heralding future brain atrophy and clinical disability. 
Quantitative measures based on various features of lesions have been 
shown to be useful in clinical trials for evaluating therapies. In order to 
perform the identification and quantification of sclerotic lesions, it is 
necessary to perform a pre-processing of the images to extract the brain 
[8]. Thus, the purpose of this work is to perform image processing in 
MRI with skull stripping from MS patients for future detection and 
quantification of brain lesions. 

2 Materials and Methods 

2.1  Patient Sample 

Patients in this test group were diagnosed with MS according to the 
McDonald criteria [9, 10], and recruited from the Hospital of Clinics 
Botucatu-Brazil (HCB). The dataset is not public and includes a test 
group which have 5 subjects with 10 scans. Each subject includes two 
types of sequences: T1 weighted (-w) and FLAIR. All datasets were 
fully anonymized for dissemination purposes. All the patients’ imaging 
examinations and diagnostic evaluations of the test group were 
retrospectively obtained between 2014 and 2019. Patient information 

was acquired and analyzed in accordance with ethical committees of the 
author´s institutions, and all the patients gave their written consent to 
participate in the study.  

2.2  Imaging Processing 

For all MRI scans, the dataset contained the same number of images 
in T1-w and FLAIR sequences. MRIs were preprocessed in three steps: 
1. rigidly registered; 2. skullstripped; and 3. corrected for intensity 
inhomogeneity [8]. In the first step the T1-w MRI of subjects in the test 
group were rigidly registered to the axial 1 mm3 through general 
registration (BRAINS) [11]. The FLAIR images (other sequence) were 
registered to the T1-w image space, by applying the registration 
transform to the initial volume FLAIR, we generate a new volume 
spatially aligned with the volume T1. A first step example is shown in 
Figure 1, where an original T1-w image was rigidly registered for 1mm3, 
and FLAIR to T1 space registration.  

 

 

 

 

 

 

 

 

Figure 1: First step example. A) Original image voxel size 
0.43x0.43x4.6 mm3 and image rigidly registered to 1 mm3. B) FLAIR to 
T1 space registration.  

In the second step, both sequences were stripped by swiss skull 
stripper [12]. At this point, the algorithm registered a grayscale atlas 
image to the grayscale patient data. Through registration transform, an 
atlas mask was propagated with patient data. This brain mask was 
eroded and served as initialization for a refined brain extraction. Finally, 
in order to correct the nonuniform intensity in magnetic resonance 
images caused by field inhomogeneities, the third step performed image 
bias correction by N4ITK after brain stripping [13].  

3 Results 

The imaging preprocessing was performed using MRI with T1-w and 

FLAIR sequences. The results for the first step of the processing was the 

rigidly register, where the size images 0.43x0.43x4.6mm3 were 

transformed to 1mm3 (see Figure 1.A). The results of special registration 

from FLAIR to T1 is represented in the Figure 1.B. Figure 2 shows the 

skullstripping (second step) and bias correction (third step) processes for 

brain extraction. Brain extraction process was applied to all slices of the 

exam, and we obtained the brain volume (see Figure 3). 

Brain Extraction for Analysis of Magnetic Resonance Imaging in Patients with Multiple Sclerosis 

Marcela de Oliveira 
marcela.oliveira@unesp.br 

Marina Piacenti-Silva 

Paulo Noronha Lisboa-Filho 

Fernando Coronetti Gomes Rocha 

Jorge Manuel Santos 

Jaime dos Santos Cardoso 
 

School of Sciences, São Paulo State University, UNESP - Brazil 
 

School of Sciences, São Paulo State University, UNESP - Brazil 

School of Sciences, São Paulo State University, UNESP - Brazil 

Medical School, São Paulo State University, UNESP - Brazil 

ISEP, School of Engineering, Polytechnic of Porto - Portugal 

INESC TEC and Faculty of Engineering, University of Porto – 
Portugal 

 

A) 

B) 

Proceedings of RECPAD 2020 26th Portuguese Conference on Pattern Recognition

21



 
 

 

 
Figure 2: A) Rigidly registered image. B) Skull stripped image. C) Bias 
correction. D) Final image.  

 

 
Figure 3: Brain Volume after brain extraction process applied to all 
slices. 

 

 
Figure 4: A) Images for identification and segmentation of sclerotic 
lesions. B) Brain with lesions volumetric representation. C) Segmented 
volumetric lesion. 

 

4 Conclusions and Future Work 

Radiologically, areas where demyelination may occur can be observed 

by magnetic resonance imaging. We concluded that the automatic 

preprocessing method applied in this work for skull stripping can be 

used for the brain extraction process. This is an important and necessary 

pre-process for future analysis of brain lesions. Thus, the development 

and application of computer programs can contribute to assist health 

professionals in the diagnosis and monitoring of patients with 

neurodegenerative diseases. Manual segmentations brain lesions in 

MRIs is considered as the gold standard, however, this process is time 

consuming (the lesion has to be manually segmented in each slice) and 

suffers intra- and inter-observer variability [14]. Figure 4 shows an 

example where the segmentation was performed on all slices and 

represented volumetrically. In future works, we expect to implement 

more automated methods to lesions identification and segmentation 

process, including machine-learning approaches, to provide accurate 

analysis. In addition, we will perform the automatic lesion quantification 

to assist physicians to decide whether they should follow a treatment 

with a disease modifying therapy modality, as well as identifying the 

disease progression.  

Acknowledgment 

Authors thank the support of Hospital of Clinics- Botucatu Medical 

School (HC-FMB) of São Paulo State University (UNESP), Botucatu 

Campus, School of Sciences of São Paulo State University, Bauru 

Campus, both from Brazil; and the support of INESC TEC - Institute for 

Systems and Computer Engineering, Technology and Science and FEUP 

- Faculty of Engineering, University of Porto, Portugal. This work was 

supported by a grant from Brazilian agency Fundação de Amparo à 

Pesquisa do Estado de São Paulo (number 2019/16362-5 and 

2017/20032-5). 

References 

[1] X. Lladó, O. Ganiler, A. Oliver, R. Martí, J. Freixenet, L. Valls, J. 

C. Vilanova, L. Ramió-Torrentà, A. Rovir. Automated detection 

of multiple sclerosis lesions in serial brain MRI. Neuroradiology, 

54(8):787-807, 2012. 

[2] P. Browne, D. Chandraratna, C. Angood, H. Tremlett, C. Baker, 

B. V. Taylor, A. J. Thompson. Atlas of Multiple Sclerosis 2013: A 

growing global problem with widespread inequity. Neurology, 

83(11):1022-1024, 2014. 

[3] R. Dobson, G. Giovannoni. Multiple sclerosis – a review. 

European Journal of Neurology, 26(1):27-40, 2019. 

[4] B. Derkus, E. Emregul, C. Yucesan, K.C. Emregul. Myelin basic 

protein immunosensor for multiple sclerosis detection based upon 

label-free electrochemical impedance spectroscopy. Biosensors 

and Bioelectronics, 46:53-60, 2013. 

[5] S.V. Ramagopalan, R. Dobson, U. C. Meier, G. Giovannoni. 

Multiple sclerosis: risk factors, prodromes, and potential causal 

pathways. The Lancet Neurology, 9(7):727-739, 2010. 

[6] R. Bakshi, A. J. Thompson, M. A. Rocca, D. Pelletier, V. Dousset, 

F. Barkhof, M. Inglese, C. R. Guttmann, M. A. Horsfield, M. 

Filippi. MRI in multiple sclerosis: current status and future 

prospects. The Lancet Neurology, 7(7):615-625, 2008. 

[7 J. F. Kurtzke. Rating neurologic impairment in multiple sclerosis 

an expanded disability status scale (EDSS). Neurology, 

33(11):1444-1444, 1983. 

[8] M. de Oliveira, M. Piacenti-Silva, F. C. G. Rocha, J. M. Santos, J. 

S. Cardoso, P. N. Lisboa-Filho. Skull Extraction for Quantification 

of Brain Volume in Magnetic Resonance Imaging of Multiple 

Sclerosis Patients. In: ICMPBE 2020 : International Conference 

on Medical Physics and Biomedical Engineering: July 27-28, 

2020; Zurich, Switzerland: World Academy of Science, 

Engineering and Technology - Biomedical and Biological 

Engineering, 14(7), 2020. 

[9] W. I. McDonald, A. Compston, G. Edan, D. Goodkin, H. P. 

Hartung, F. D. Lublin, H. F. McFarland, D. W. Paty, C. H. 

Polman, S. C. Reingold. Recommended diagnostic criteria for 

multiple sclerosis: guidelines from the International Panel on the 

Diagnosis of Multiple Sclerosis. Annals of neurology, 50, 2001. 

[10]  A. J. Thompson, B. L. Banwell, F. Barkhof, W. M.  Carroll, T. 

Coetzee, G. Comi, J. Correale, F. Fazekas, M. Filippi, M. S. 

Freedman et al. Diagnosis of multiple sclerosis: 2017 revisions of 

the McDonald criteria. The Lancet Neurology, 17(2):162-173, 

2018. 

[11] H. J. Johnson, G. Harris, K. Williams. BRAINSFit: Mutual 

Information Registrations of Whole-Brain 3D Images, Using the 

Insight Toolkit. The Insight Journal, 2007. 

[12]  S. Bauer, T. Fejes, M. Reyes. A Skull-Stripping Filter for ITK. The 

Insight Journal, 2013. 

[13]  N. J. Tustison, B. B. Avants, P. A. Cook, Y. Zheng, A. Egan, P. A. 

Yushkevich, J. C. Gee. N4ITK: improved N3 bias correction. 

IEEE Trans Med Imaging, 29(6):1310-1320, 2010. 

[14]  S. Jain, D. M. Sima, A. Ribbens, M. Cambron, A. Maertens, W. 

Van Hecke, J. De Mey, F. Barkhof, M. D. Steenwijk, M. Daams et 

al. Automatic segmentation and volumetry of multiple sclerosis 

brain lesions from MR images. NeuroImage Clinical, 8:367-375, 

2015. 

 

A) B) C) 

Proceedings of RECPAD 2020 26th Portuguese Conference on Pattern Recognition

22



Adversarial learning for a robust fingerprint presentation attack detection method against unseen
attacks

João Afonso Pereira1

joao.p.pereira@inesctec.pt

Diogo Pernes1,3

dpc@inesctec.pt

Ana F. Sequeira1

ana.f.sequeira@inesctec.pt

Jaime S. Cardoso1,2

jaime.cardoso@inesctec.pt

1 INESC TEC
Porto, Portugal

2 Faculdade de Engenharia da Universidade do Porto
Porto, Portugal

3 Faculdade de Ciências da Universidade do Porto
Porto, Portugal

Abstract

Fingerprint presentation attack detection (PAD) methods present a stun-
ning performance in current literature. However, the fingerprint PAD gen-
eralisation problem is still an open challenge requiring the development
of methods able to cope with sophisticated and unseen attacks as our even-
tual intruders become more capable. This work addresses this problem by
applying a regularisation technique based on an adversarial training and
representation learning specifically designed to improve the PAD gener-
alisation capacity of the model to an unseen attack. The application of the
adversarial training methodology is evaluated in two different scenarios:
i) a handcrafted feature extraction method combined with a Multilayer
Perceptron (MLP); and ii) an end-to-end solution using a Convolutional
Neural Network (CNN). The experimental results demonstrated that the
adopted regularisation strategies equipped the neural networks with in-
creased PAD robustness. The CNN models’ capacity for attacks detec-
tion in the unseen-attack scenario was particularly improved, showing re-
markable improved APCER error rates when compared to state-of-the-art
methods in similar conditions.

1 Introduction
Fingerprint presentation attack detection (FPAD) methods have been de-
veloped to overcome the vulnerability of fingerprint recognition systems
(FRS) to spoofing. However, most of the traditional approaches have been
quite optimistic about the behavior of the intruder, assuming the use of a
previously known type of attack sample. This assumption has led to the
overestimation of the performance of the methods, using both live and
spoof samples to train the predictive models and evaluate each type of
fake samples individually [10].

In this work, the FPAD generalisation problem is addressed by means
of a regularisation technique designed to improve the generalisation ca-
pacity to unseen attacks in which the proposed model jointly learns the
representation and the classifier from the data, while explicitly imposing
invariance to the presentation attack instrument (PAI) types aka, ‘PAI-
species’, in the high-level representations for a robust PAD method. The
contributions of this work are then two-fold: 1) application of the ad-
versarial training concept to the generalisation to unseen attacks prob-
lem in FPAD; and 2) evaluation of the adversarial training methodology
in: i) combination of handcrafted features with a Multilayer Perceptron
(MLP); ii) a Convolutional Neural Network (CNN) end-to-end solution.
In this paper, this section summarises the proposed work and how it ad-
dresses the research question posed, section 2 presents the methodology,
section 3 describes the experimental setup, section 4 presents the results
and discussion and finally section 5 concludes the work.

2 Proposed Methodology
This work applies the methodology from Ferreira et al. [1] which was
adopted in Pereira et al. [9] with the appropriate adjustments. The origi-
nal method was presented by Ferreira et al. [2] in the context of sign lan-
guage recognition, in an approach that builds on those initially introduced
by Ganin et al. [4], for domain adaptation, and Feutry et al. [3], to learn
anonymized representations. The underlying idea behind this approach is
that, in order to generalise well to unseen attacks, the model should not
specialize in discriminating any of the PAI species (PAISp) presented at
training time and, therefore, the learned internal representations should be
invariant to the PAISp. For this purpose, the model combines an adver-
sarial approach with a species-transfer training objective The high-level

architecture of the model is summarized in Fig. 1. It should be assumed
that one has access to a labeled dataset X = {XXX i,yi,si}N

i=1 of N samples,
where XXX i represents the i-th input sample, and yi and si denote the cor-
responding class label (bona fide or attack) and the PAI species (only
defined for attack samples), respectively. Let Xb f and Xa be these parti-
tions of X for bona-fide and attack samples, respectively, and Nb f and Na

their respective cardinality.
The model comprises three main sub-networks: (i) an encoder net-

work h(···;θh) that receives input samples and maps them to a latent space;
(ii) a task-classifier network f (···;θ f ) which aims to distinguish attack
and bona fide samples, mapping latent representations to the correspond-
ing class probabilities; and (iii) a species-classifier network g(···;θg) that
receives latent representations from attack samples and aims to predict
the corresponding PAI species. The species-classifier is trained to mini-
mize the classification loss of the PAI-species. Simultaneously, the task-
classifier and the encoder are jointly trained to minimize the classifica-
tion loss between attacks and bona fide samples, while trying to keep the
PAI-species classification close to random guessing. In addition to the
adversarial training, a species-transfer objective is employed to further
encourage the latent representations to be species-invariant. The overall
objective function of the encoder and task classifier is then the combina-
tion of the previous objectives and can be formulated as:

min
θh,θ f

L(θh,θ f ,θg)= min
θh,θ f

{
Ltask(θh,θ f )+λLadv(θh,θg)+ γLtransfer(θh)

}
,

(1)
where γ ≥ 0 is the weight that controls the relative importance of the
species-transfer term and the objective for the species-classifier remains
unchanged.

3 Experimental Setup
For more details, the reader is referred to Pereira et al. [9].

PAD Performance Evaluation Metrics: Equal Error Rate (EER),
Attack Presentation Classification Error Rate (APCER) andBona-fide Pre-
sentation Classification Error Rate (BPCER) for APCER of 5% as in [6].

Dataset: The Fingerprint LivDet2015 [7] training dataset comprises a
set of five subsets, each one corresponding to a specific fingerprint sensor.
For each sensor there are bona fide samples and different types of PAI.

Evaluation protocols: The framework is denominated “unseen-attack”,
as the PAI seen in the testing phase is unknown to the model.

Handcrafted feature extraction method: Histograms of intensity,
Local Binary Patterns (LBP and Local Phase Quantization .

Implementation details: The models were implemented in Python
with the PyTorch library. For details, see Pereira et al. [9].

4 Results and discussion
In Table 2, the results of the baseline methods (MLP and CNN) and their
respective regularised versions (MLPreg and CNNreg) are displayed. Com-
paring the performance of the baseline and regularised versions, it can be
observed that: i) regarding the MLP, except for the Hi Scan sensor, in
all the cases there is a significant improvement in at least 2 out of the 3
presented metrics; and ii) regarding the CNN, there is a significant im-
provement without exception in all error rates, with a particular signif-
icant improvement of the APCER value from 4.12% to 0.81% (for the
average of the five sensors). From these observations, it can be stated
with confidence that, overall, the regularisation technique improves the
PAD robustness of both the models.
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Figure 1: The architecture of the proposed species-invariant neural network (from [1]).

Still, it is arguable that the performance of the MLP, even the baseline
version, outperforms the CNN results. Nevertheless, it should be noted
that: i) the first scenario is taking advantage of rich handcrafted features;
and ii) the data available for training is not enough to take the best out
of the CNN learning capabilities. Thus, on the one hand the end-to-end
solution provided by the CNN saves a considerable effort in the compu-
tation of the feature extraction step and, on the other hand, increasing the
amount of training data will certainly increase the performance of these
models, as there is a high potential for growth.

Table 1: Baseline and proposed regularised approaches - Cross Match,
Digital Persona and Green Bit sensors. (BPCER@APCER = 5% noted
by BPCER@5.)

Method
PAD metrics (%)

Cross Match Digital Persona GreenBit
APCER BPCER@5 EER APCER BPCER@5 EER APCER BPCER@5 EER

MLP 0.07 7.57 4.33 0.00 0.53 0.45 0.70 0.20 1.10
MLPreg 0.13 4.30 3.70 0.00 0.00 0.30 0.70 0.63 0.93

CNN 5.00 6.25 8.70 5.60 10.80 7.28 3.03 14.13 7.05
CNNreg 1.07 4.65 2.82 0.60 3.85 2.45 0.60 2.93 1.63

Table 2: Baseline and proposed regularised approaches - Hi Scan and
Time Series sensors, as well as the average of the results for the 5 sensors.
(BPCER@APCER = 5% noted by BPCER@5.)

Method
PAD metrics (%)

Hi Scan Time Series Average of the 5 sensors
APCER BPCER@5 EER APCER BPCER@5 EER APCER BPCER@5 EER

MLP 0.30 2.83 3.03 0.00 0.03 0.60 0.21 2.23 1.90
MLPreg 1.30 3.60 3.38 0.00 0.03 0.10 0.43 1.71 1.68

CNN 5.60 20.15 11.25 1.37 9.10 4.07 4.12 12.09 7.67
CNNreg 1.20 1.21 1.04 0.60 6.30 2.70 0.81 3.79 2.13

Despite the evidences showed in favour of the effectiveness of the
regularisation technique, it is crucial to compare the results obtained with
the proposed approach against the current state-of-the-art DL based PAD
that tackle the unseen-attack scenario. This is not an easy task as most
works still opt for a more traditional approach, based on binary classifica-
tion limited to one type of attack at a time. From the available literature
using similar databases and addressing the generalisation problem, stands
out the meritory initiative of Fingerprint LivDet2015 [7] of evaluating the
methods with some unseen types of PAISp.

Table 3 presents the results of the proposed regularised CNN ver-
sion, CNNreg, alongside with the comparable literature methods currently
available. The comparison shows the best results for common subsets of
the used database presented in the LivDet2015 [5, 7] competition, as well
as with an additional recent publication [8]. From the observed results, it
is remarked the significant improvement of the CNNreg in two out of three
sensors and undoubtedly when considering the average values. In partic-
ular, the CNNreg provided an APCER value of 0.76% against 2.09% and
6.33% of the other methods (for the average of the three sensors).

Table 3: Literature and proposed approach.(BPCER@APCER = 5%
noted by BPCER@5.)

Method
PAD metrics (%)

Cross Match Digital Persona GreenBit Average
APCER BPCER@5 APCER BPCER@5 APCER BPCER@5 APCER BPCER@5

Proposed CNNreg 1.07 4.65 0.60 3.85 0.60 2.93 0.76 3.81
LivDet2015 [5, 7] 1.68 ≈ 0.80 0.60 ≈ 10.00 4.00 ≈ 5.00 2.09 ≈ 5.27

Park et al. [8] 0.00 - 11.00 - 8.00 - 6.33 -

5 Conclusions and future work
Comparing the baseline and regularised versions, it can be stated that,
overall, the regularisation technique improves the PAD robustness of both
the models. Despite the fact that the MLPreg fed with rich handcrafted
features proved to be competitive, the fact is that CNNreg has more po-
tential for growth and for increasing its performance in the future. The
comparison of the proposed approach against the current DL based PAD
methods that tackle the unseen-attack scenario, is not an easy task as most
works still opt for a more traditional approach based on binary classifica-
tion limited to one type of attack at a time. Still, from the comparison with
the available literature using similar databases and addressing the gener-
alisation problem, it is verified a significant superiority of the CNNreg in
two out of three sensors and undoubtedly when considering the average
values.
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Abstract

The main feature of the Portuguese Citizen Card is to allow the civil iden-
tification, in person or at a distance using electronic devices. The biomet-
ric identification is done through fingerprint images using specific points,
called minutiae, for the matching. In this paper, a method to remove peri-
odic geometric structure in the detected minutiae is proposed. The aim is
to improve the interoperability according to the Minutiae Interoperability
Exchange (MINEX) III program.

1 Introduction

An increasing number of biometrics have been deployed in real-world ap-
plications and its use is becoming a daily life practice for an ever growing
number of people around the world. In consequence, a high level of relia-
bility and robustness is required for sensitive applications such as border
control, access control to military or laboratory facilities, as well as access
to personal accounts for mobile on-line banking. Biometric traits can pro-
vide this automatic recognition measuring unique physical or behavioral
characteristics.

Notwithstanding face has been preferred in a number of biometric ap-
plications (such as border control e-gates, on-line banking apps, CCTV
surveillance identification, selfie-based authentication on smartphones,
among others), fingerprint is still one of the most used biometric traits
principally because of its social acceptance and stability.

Portugal was the pioneer with the “Match-on-Card” (MoC) finger-
print matching algorithm implemented in the national eID card. This tech-
nique brought very significant changes in this state: 1) modernization, 2)
simplification and 3) technical evolution. The Portuguese National Print-
ing Office – INCM (Imprensa Nacional Casa da Moeda SA), responsible
for the creation of the method, provided to the Portuguese Government an
innovative way of fingerprint matching in the card microprocessor with-
out any contact to a central biometric database. The biometric information
and the technology inserted in the Citizen Card allows an high security au-
thentication. In this context, a national fingerprint recognition algorithm,
hereafter referred to as fingerIDAlg, capable of MoC was developed by
a Portuguese R&D institute in partnership with INCM. The main con-
tributions of this work were: 1) an algorithm with higher accuracy than
the previous solution; 2) an extremely competitive time processing MoC
algorithm; and 3) an independent proprietary sensor solution [6].

Nevertheless, the proposed solution could still be improved in terms
of minutiae geometric structure in order to be in compliance with NIST’s
Minutiae Interoperability Exchange (MINEX) III criteria guidelines1. In
this work, a simple but effective solution is presented. The obtained re-
sults using the minutiae density plots and from the NIST’s report proves
exactly that. For architecture details of the fingerprint minutiae extraction
algorithm the reader should consult the following paper [6].

2 Minutia Density Plots

Minutia density plots show where the template generator tends to find
minutia in fingerprint images. They are 2D histograms where the degree
of illumination at an (x,y) coordinate indicates how frequently the soft-
ware located a minutiae point at that location – see Figure 1. The purpose
of showing minutia density plots is to determine whether the template

1https://www.nist.gov/itl/iad/image-group/
minex-iii-compliance-guidelinesvisitadadia1/02/2020.

generator exhibits regional preference when locating minutia. Periodic
structures and other regional preferences affects interoperability [7].

Figure 1: Comparison between natural (top) and unnatural (bottom)
structures in the minutiae position.

The criterion regarding the obligation that the algorithm does not ex-
hibit periodic behavior with respect to extracting the minutiae position is
evaluated in a quantitative way, through a routine that is published 2, in
a set of about 600k fingerprint images. The periodicity is measured as
the highest coefficient of the Fourier representation of the minutiae po-
sition histogram, after removing some low frequency components. The
measured value must be less than to a experimental value. A 0.002 was
selected empirically by NIST.

3 Baseline

The positioning of minutiae extracted by fingerIDAlg has a periodic pat-
tern in a fixed size grid – see Figure 2.

The reasoning of this periodic structure is in the way how the fin-
gerIDAlg computes the orientation for each pixel in the image. In this
module, an angle is calculated in an window of K pixels and the remain-
ing pixels are obtained by interpolation. In this way the processing time
is very significantly reduced and the use of local orientations allows less
noise in the angles of the detected minutiae which an important factor in
the matching process.

4 The Proposed Solution

The structure presented by fingerIDAlg in the extraction of minutiae cor-
responds to a periodic pattern in a fixed size grid determined by parameter
K. In this manner, initially the image is moved X pixels to the right and
Y pixels down. X and Y are determined in a pseudo-random manner in
order to guarantee: 1) for the same input the same values are used; 2) the
values vary between 0 and K-1 and 3) the possible values have the same
probability of being obtained. The image is then processed by fingerI-
DAlg to extract the minutiae – see Figure 3. At the end, the position of
each extracted minutia is corrected, moving again X pixels to the left and
Y pixels upwards.

The proposed approach intends to dilute the grid previously presented
in the histogram. Points with a high probability of generating minutiae

2https://github.com/usnistgov/minex/tree/master/minexiii/
grid_detector
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Figure 2: The obtained results of fingerIDAlg in the NIST’s MINEX III.

Figure 3: The proposed methodology to remove the periodic structure
from the minutiae extraction phase.

will be distributed across the pixels in a K ×K size square. Given its
computational simplicity and the fact that it is a pre-and-pro-processing
methodology the influence in the final accuracy and processing time is
small.

5 Experimental Evaluation

5.1 Datasets
The Synthetic FINgerprint GEnerator (SFinGe) [5] was used to test of-
fline the proposed methodology. In total, 800k images with a dimen-
sion of 260×264 and a resolution of 500 dpi were generated in SFinGe.
Fingerprint images with background noise, pores, scars and cuts were
generated. Different orientations were also included. Experiments were
also conducted using the FVC databases: FVC2000 [3], FVC2002 [4],
FVC2004 [1] and FVC2006 [2]. Each FVC database is composed of 4
subsets (DB1 A, DB2 A, DB3 A and DB4 A). The first 3 sets have a to-
tal of 800 images, acquired from 100 fingers with 8 samples per finger.
FVC2006 comprises 1680 fingerprints images acquired from 140 fingers
with 12 samples per finger. In total, 12240 fingerprints are available for
testing the algorithms. The images have a resolution ranging from 250 to
569 dpi. The dimensions vary from 96 to 640 pixels in width, and 96 to
480 pixels in height.

5.2 Results
The results are expressed in terms of Equal-Error Rate (EER) and the pe-
riodicity value (Z) computed from the minutiae density plots. The EER
at the threshold t is obtained when both False Match Rate and False Non-
Match Rate are identical: FMR(t)= FNMR(t). This score was computed,
using the FVC Fingerprint Verification Protocol3 and the matching algo-
rithm from the INCM. Since the Z value is only possible to obtain with
a significant amount of data, SFinge were used. In Figure 4 the results
obtained in the NIST’s MINEX III report are presented. The complete
evaluation can be extracted from the MINEX III results page.

3https://biolab.csr.unibo.it/FVCOnGoing/UI/Form/BenchmarkAreas/BenchmarkAreaFV.aspx

Dataset Average EER (baseline) Average EER (periodicity removal)
FVC 2.528 2.608
800k 1.807 1.926

Z (baseline) Z (periodicity removal)
800k 0.0020 0.0010

Table 1: The obtained results before and after the proposed removal peri-
odicity algorithm.

Figure 4: The obtained results of fingerIDAlg after removing the period-
icity in the minutiae structure in the NIST’s MINEX III.

6 Conclusion
The step for removing periodicity from the detection minutiae phase rep-
resents a trade-off between precision and periodicity without influencing
the processing time. The experimental testing conducted – see Table 1
and the results in NIST’s MINEX III report – see Figure 4 – reveal a sig-
nificant reduction in the Z value without compromise the accuracy and
the performance.
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Abstract

The diagnosis of several diseases can be improved with the identification
of acanthocytes, i.e., red blood cells with abnormal form. We propose
an approach to autonomously identify such cells in blood sample images.
Our method relies on image processing operations and conventional ma-
chine learning methods. The principal motivation is the fact that this iden-
tification is usually performed by specialized devices or done manually by
humans. Specialized devices are rare and costly, while manual identifica-
tion is prune to error. Our approach reaches a precision of 91%, showing
the potential of the solution.

1 Introduction

Red Blood Cells (RBC) are the most common cells present in the human
body [5]. Normal RBC usually have a biconcave disk shape. If there is
any abnormality in the shape of RBC, then it may indicate the presence
of a disease. Furthermore, the shape and number of anomalous cells may
also be an important indicator for medical diagnosis, improving its ac-
curacy. It is important to segment and classify anomalous blood cells in
order to detect diseases in a early stage, increasing the chances of suc-
cessful recovery [1].

There are several types of anomalous blood cells, however we have
focused our efforts on acanthocytes. The manual classification of abnor-
mal cells under the microscope tends to give inaccurate results and er-
rors [1]. Autonomous systems to detect and classify abnormal cells re-
duce the time needed to accomplish such task [3]. Furthermore, the latter
typically have a lower error rate when compared to humans for that kind
of repetitive work.

Our main objective is to develop a reliable detection and classifica-
tion procedure for acanthocytes, using a reduced set of features. Image
processing techniques are used to segment blood cells and conventional
Machine Learning (ML) models to classify them. The output is the clas-
sification of each blood cell into one of two classes: normal cells or acan-
thocytes. Additionally, the number of acanthocytes in the blood sample is
computed.

This paper is organised as follows: Section 2 presents the relevant
background; in Section 3 the stages of the proposed approach are de-
scribed; some details regarding the implementation are presented in Sec-
tion 4; results are presented in Section 5; Section 6 presents some conclu-
sions and ideas for future work.

2 Background

RBC suffer anomalies related with shape, size and color. According
to [7], acanthocytes are “Erythrocytes with a dented and prickly profile
with spicules of different lengths”. The presence of acanthocytes is a
strong indicator of several diseases, such as alcoholic cirrhosis, neonatal
hepatitis and poor absorption states.

Several authors have developed methods to autonomously detect the
presence of acanthocytes in medical images [4]. Two recent works [7, 8]
proposed solutions based on image processing and classification methods.

The first work [7] applies morphological operations to extract the con-
tour of the RBC and computes several features related with contour shape,
such as: chain code, circularity and skeleton. After that, they use k-NN [9]
as a classification algorithm to classify the extracted contours.

The second work [8] relies on image segmentation as a method to
correctly extract the region of each individual blood cell. They also use
ML methods for the final classification, namely k-NN and SVM [9].

3 Proposed approach

The proposed approach is based on [7] with some key differences. The
image processing workflow is enhanced with the goal of improving region
segmentation and contour extraction. We consider a reduced set of fea-
tures that still contains enough information to properly classify the RBC
while speeding-up the ML training time. Finally, we evaluated several
ML models instead of only relying on k-NN.

The image processing pipeline is composed by several stages with the
objective of reducing noise, enhancing region contours and segmenting
them. The key stages of the pipeline are depicted in Figure 1.

Median filter Otsu
thresholding

Fill holes 
(imfill)

Morphological
reconstruction

Image
segmentation

 dilation
(img_rec,

dilate)
Min(mask,

dilate)
img_rec =

marker
diff(img_rec,

out)out = img_rec

Figure 1: Image processing pipeline.

The first step is to normalize an input image by converting it to gray
scale and applying a 9x9 median filter to smooth noise. The gray image is
then converted to binary using the Otsu thresholding method. Those op-
erations may originate some holes in the middle of the cells and medium-
sized noise (by-product of the binarization).

The next steps fix that by executing a filling operation (imfill) that
applies a guided flooding operation to close holes inside blobs. Morpho-
logical reconstruction (elliptic shaped 9x9 kernel) is applied to remove the
medium-sized noise produced during the binarization. Finally, the Canny
edge detector is applied to extract region contours. Figure 2 illustrates the
results of the image processing pipeline.

(a) Gray scale image (b) Median filter

(c) Otsu thresholding (d) Filling holes (imfill)

(e) Morphological reconstruction (f) Image segmentation (negative)

Figure 2: Result of the image processing pipeline.

Some care is needed when selecting features: since we are dealing
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with images, it is important to compute features that correctly express
shape characteristics but are also invariant to rotation and scaling [2].

Based on the extracted region contours, we compute several features
that describe them. The first feature is the histogram from the chain code.
A chain code characterizes the shape of a contour but is not rotation and
scale invariant. To achieve that we compute an histogram with the rela-
tive weight for each direction of the chain code. The remaining features
are circularity, roundness, aspect-ratio and solidity. The previously men-
tioned features are shape descriptors commonly used by image processing
toolboxes to classify blobs. These features are meant to enhance the clas-
sification process, by expanding the expressiveness of the histogram, and
capture characteristics that are invariant to scale and rotation.

The chain code histogram, captures the complete shape into a con-
densed form. The remaining features capture the smoothness and stability
of the shape. A smooth round blood cell will have a high circularity value,
an aspect-ratio close to one and a high solidity value. The irregular shape
of an acanthocyte will diverge from the previously mentioned values.

4 Implementation

The project code was developed in C++ using the Open Source Computer
Vision (OpenCV) library1 and it is hosted on the GitHub public reposi-
tory2.

All the image processing and feature extraction code was fully de-
veloped. It is important to mention that the imfill3 and morphological
reconstruction operations do not exist in OpenCV and were implemented.
Furthermore, OpenCV offers limited support regarding chain codes, we
implemented a method to follow each of the contour pixels and build a
chain code sequence. Two classifiers were also implemented: k-NN and
Logistic Regression.

The current prototype is composed by two main programs: one uses
a dataset to train the previously mentioned models, the second uses the
model to classify and count acanthocytes in blood cell images. In or-
der to evaluate our prototype using other ML methods we implemented a
method that outputs the features into a ARFF4 dataset. An ARFF dataset
can then be loaded into WEKA [6], a popular ML framework.

5 Results

We built a dataset for the evaluation of our prototype, by gathering med-
ical images from microscopic blood samples. Based on the definition of
acanthocytes, and on input from medical professionals, we manually seg-
mented those images and classified each blood cell into the healthy and
acanthocyte classes. The dataset is composed of 140 segmented images,
72 samples for the acanthocyte class and the remaining 68 samples as the
healthy blood cells. The segmented images were resized to have a height
of 96 pixels while maintaining the aspect ratio. The dataset is publicly
available and can be found on the repository alongside the code.

The segmented images are processed by our proposed image process-
ing pipeline, generating a ARFF output. After that we used the WEKA
framework to explored and evaluate several ML models (not being limited
by the kNN and logistic regression previsouly developed). It is important
to mention that the default hyper-parameters were used for each model.

Three different metrics were used to evaluate the performance of
the models: Precision, F-Measure and Matthews correlation coefficient
(MCC). The models were evaluated with 10-fold cross validation. The
results can be found on Table 1

All models achieve close to 70% precision demonstrating the poten-
tial of the developed approach. The top three models are: Random Forest,
Neural Network (multi-layer perception) and Decision Tree. One interest-
ing aspect regarding the decision tree model is that the model only uses
5 features: solidity, circularity, aspect ratio, h5 and h3 (h0 to h7 are the
values from the chain code histogram). In other words, the model selects
as relevant features solidity and circularity, while the remaining three (as-
pect ratio, h5 and h3) are used only for corner cases. Furthermore, it does
not rely on the full histogram for the classification and only uses two of
the eight available values.

1https://opencv.org/
2https://github.com/catarinaacsilva/medical-image-processing
3https://www.mathworks.com/help/images/ref/imfill.html
4https://www.cs.waikato.ac.nz/ ml/weka/arff.html

Table 1: Classifier performance

ML Algorithm Precision F-Measure MCC

k-NN(1) 0.710 0.704 0.415
k-NN(3) 0.709 0.684 0.400
k-NN(5) 0.748 0.723 0.476
Naive Bayes 0.680 0.652 0.342
Logistic Regression 0.867 0.864 0.731
Decision Tree 0.879 0.879 0.757
Random Forest 0.910 0.909 0.819
Support Vector Machine 0.711 0.630 0.363
Neural Network 0.886 0.886 0.773

6 Conclusions

We proposed a new approach for acanthocyte detection and classification
based on image processing and ML models. Contrary to the current trend,
we achieved a high precision without relying on Deep Neural Networks,
that require substantial amount of data and time to train effectively.

The proposed prototype achieves 91% precision, demonstrating the
potential of the solution. We intend to improve our prototype by testing
other image segmentation methods (e.g. watershed) and convert the code
into Python to leverage the advanced ML frameworks available. Further-
more, we intend to explore the importance of each feature that composes
our dataset and devise new ones that can improve the accuracy.
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Abstract

This paper presents an approach for a lifelog moment retrieval appli-
cation able to provide a visual and interactive environment to the user.
This application is divided into three main modules: 1) the user uploads
images, as well as eventual textual data annotations; 2) the user interacts
with the application introducing relevant words to retrieve a specific mo-
ment and, consequently, the application retrieves the images associated
to the moment with a certain confidence; 3) a visual environment is pro-
vided with two different views, in the form of an image gallery or data
tables organized into timestamp clusters. Experimental results confirms
the ability to retrieve images from desired moments in personal lifelogs
and was used with success in the ImageCLE Flifelog challenge.

1 Introduction

Lifelogging is the process of tracking and recording personal data
created through our activities and behaviour [1], consisting of a unified
digital record of the totality of an individual’s experiences, captured mul-
timodally through digital sensors and stored permanently as a personal
multimedia archive. Personal lifelogs have a great potential in numer-
ous applications, including memory and moments retrieval, daily living
understanding, or disease diagnosis, as well as other emerging applica-
tion areas [2]. For example: in Alzheimer’s disease, people with mem-
ory problems can use a lifelog application to help a specialist follow the
progress of the disease, or to remember certain moments from the last
days or months.

One of the biggest challenges of lifelog applications is the large amount
of data that a person can generate. The lifelog datasets, for example the
ImageCLEFlifelog dataset [3], are rich multimodal datasets which consist
in one or more months of data from multiple lifeloggers. Therefore, an
important aspect is the lifelog data organization in the interest of improv-
ing the search and retrieval of information. In order to organize the lifelog
data, useful information has to be extracted from it. Other important as-
pects are the visualization and user interface of the application.

This paper proposes a new concept for a lifelog web application de-
signed and developed for the participation in the ImageCLEF lifelog task
[3], more specifically in the Lifelog Moment Retrieval (LMRT) sub-task.
This web application was developed in order to visualize and provide an
interactive tool to the users. The application is divided into three blocks,
namely upload, retrieval and visualization. Each block provides interac-
tion with the user.

2 Related Work

Over the last few years, the term lifelogging has received significant
attention from both research and commercial communities. In order to in-
crease the interest on this topic, several challenges started to emerge pro-
viding test collection for personal lifelog data [3, 4, 5]. These challenges
promote a comparative evaluation of information access and retrieval sys-
tems operating over personal lifelog data.

In a Microsoft research project, a lifelog retrieval engine based on
an underlying database system, named MyLifeBits [6] was developed.
This is generally considered as the first lifelog retrieval system. Zhou et
al. [7] proposed an iterative lifelog search engine, called LIFER, that is
queried based on several different forms of lifelog data, such as visual
concepts, activities, locations, time, etc. A retrieval and exploration tool
was presented by Leibetseder et al. [8], called lifeXplore, that allows to

Figure 1: General representation of the developed application. The user
interacts with the three blocks: Upload, Retrieval and Visualization.

search and browse features that have been optimized for lifelog data. In
addition to these works, several others works were presented in lifelog
challenges, such as Exquisitor [9] and LifeSeeker [10].

3 Web Application

The first version of a web application was developed in order to vi-
sualize and provide an interactive tool for users. As a proof of concept,
the data provided by the ImageCLEFlifelog organizers [3] was used in
the application. This web application was divided into three mains mod-
ules, such as upload, retrieval and visualization blocks, which provide
interaction with the user in each one. In Figure 1 is presented a general
representation of the web application.

3.1 Upload

The user uploads the images into the application. Initially in order to
test and save time on this module, the textual data annotations provided by
the ImageCLEFlifelog organizers are automatically uploaded and orga-
nized in the application database associated with uploaded images. How-
ever, our application is able to extract annotations from the input images
using several methods for image classification, object detection and scene
recognition.

The data is organized in the application database into different ta-
bles/models, such as images, concepts, locations, activities, scenes, at-
tributes, among others. Each model maps to a single database table. The
relationship between models makes our system faster and more efficient.
The image model has a many-to-many relationship with the other models.
For example: an image can contain several concepts, and a concept can
be found in several images.

3.2 Retrieval

This approach only computes the confidence of some images that are
selected in a first step for the specific moment by using the cosine simi-
larity of word vectors, which makes this retrieval method more efficient
and using less processing time compared with a exhaustive method [11].

In this application, the user retrieves a specific moment from his per-
sonal lifelogs by introducing relevant words divided into several cate-
gories, such as objects, locations, activities and irrelevant words. If the
desired moment contains time ranges, years or days of the week, the user
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Figure 2: Web application retrieval view.

Figure 3: User view of the image clusters in form of image galleries.

can also insert that data in our application to further filter the retrieved
images. Figure 2 shows the retrieval view of the web application. In the
retrieval block, the input arguments are: objects that appear on the images;
activities that the user was practicing; locations or places where the user
was; negatives or irrelevant things, activities or locations that should not
appear in the images; time ranges, years and days of the week (Monday,
Tuesday, Wednesday, Thursday, Friday, Saturday, and Sunday).

The confidence of the selected images is computed using the cosine
similarity of word vectors and the score of the labels. For labels without
score field, it is only used the similarity to calculate the confidence. As
last filtering on the retrieval block, the images are selected based on the
confidence threshold, which can be adjuster by the user.

3.3 Visualization

The selected images are organized into different clusters based on
images timestamps. The application provides an easy way for users to
visualize and identify the clusters that are associated to the specific topic.
Figure 3 shows the user view of the clustered images in form of images
gallery. Another way of visualization in form of a data table is provided
as shown in Figure 4.

Figure 4: User view of the image clusters in form of data tables.

4 Conclusion and Future Work

This paper presents a proposed concept for a lifelog application, this
approach that aims to help people to improve their quality of life. Using
only the ImageCLEFlifelog dataset [3] leaves this application somewhat
limited regarding the visual concepts extracted from the images. How-
ever, using the most recent state-of-art algorithms, a more rich description
of the images can be obtained, resulting in an increase of performance.
Therefore, it is pretended to implement better scene recognition, object
detection, activity and color detection algorithms for the new version of
the application.

In future versions, pre-processing methods will be implemented in
the application, such as selecting images in upload stage based on low
level properties [12]. Moreover, using other metadata acquired together
with the images, such as GPS coordinates, it is also possible to improve
the performance of the application.
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Abstract

The literature on biometric recognition shows a chasm between the meth-
ods focused on high performance and the works focused on template se-
curity. To build a connection between these two worlds, this work de-
scribes the Secure Triplet Loss to achieve template cancellability within
end-to-end deep learning models. Evaluated for off-the-person electro-
cardiogram authentication, the proposed methodology resulted in effec-
tive cancellability, irreversibility, and improved performance. Despite the
high linkability, this shows that it is possible to combine the high perfor-
mance of deep learning with adequate template security.

1 Introduction

As biometric recognition technologies quickly conquer a place of rele-
vance in our society, the duality of performance versus security is yet to
be adequately addressed [11]. This duality relates to how the research
field of biometrics is currently composed of two ‘worlds’ apart, and while
both work towards the same goal of improving human recognition sys-
tems, they have been following largely unconnected and uncoordinated
research lines.

On the one hand, a substantial part of the literature in biometrics is fo-
cused on performance, following well-known and successful methodolo-
gies in computer vision tasks. These use mostly end-to-end convolutional
neural networks (CNNs) that consider biometric recognition as a general
classification problem [14], and have achieved outstanding levels of accu-
racy and robustness in challenging scenarios. However, since stored data
protection is rarely addressed, these algorithms are incomplete and unfit
for real biometric applications.

On the other hand, several algorithms have been proposed to protect
personal data stored in biometric systems [5, 8]. These commonly use
cryptography and information theory concepts to ensure stored biomet-
ric templates verify the essential properties of irreversibility, cancellabil-
ity, and non-linkability. Nevertheless, being based on separate processes
means these methodologies are not applicable to state-of-the-art end-to-
end methods without significant negative impacts on performance. This
is a relevant problem, since many biometric traits (including the electro-
cardiogram, ECG) rely on end-to-end CNNs to offer acceptable accuracy
and robustness to challenging scenarios [9].

This work aims to bring the two aforementioned research lines to-
gether by answering the following question: if deep learning models have
successfully learnt so many different things, why not template security?
The proposed method is an adaptation of the triplet loss [2], which aims
to achieve template irreversibility and cancellability on end-to-end CNNs
while preserving recognition accuracy. This methodology is used to train
a competitive end-to-end model for ECG biometric recognition [9] and
evaluated on the off-the-person UofTDB database [13]. Thus, this work
addresses the challenge of template protection on end-to-end networks for
ECG and biometrics in general, contributing towards a synergy between
performance and security in biometric recognition.

2 The Secure Triplet Loss

The triplet loss [2] is used to train models to determine whether or not two
samples belong to the same class [3, 4, 9]. The model receives a triplet of
inputs: an anchor (xA of class iA), a positive sample (xP of class iP = iA),
and a negative sample (xN of class iN 6= iA). Considering the case of
biometric recognition, the samples are biometric trait measurements and
the classes are identities.

The model will output an embedding y for each input (e.g., yA =
f (xA) for the anchor). Two embeddings can be compared through a met-
ric of distance or dissimilarity d(y1,y2) which can be used to determine if
the respective inputs belong to the same class. The model can be trained
through the triplet loss

l = max(0,α +d(yA,yP)−d(yA,yN)) , (1)

which will promote the maximisation of d(yA,yN) and the minimisation
of d(yA,yP), grouping samples of the same class into compact clusters, at
least α from other classes in the embedding space.

Although the triplet loss has been successfully applied to several pat-
tern recognition problems, including biometric authentication, it does not
address the important issue of template cancellability. Typically, this is
performed separately, binding a subject-specific key k with the template
after it is generated: changing k invalidates any compromised templates
bound with other keys.

Here, we adapt the triplet loss to perform subject key binding with
the template within the end-to-end model. Besides the biometric samples
xA, xP, and xN , the model will receive two keys, k1 and k2. Sample xA is
bound with k1 and xP and xN are bound with each of the two keys, result-
ing in five embeddings: yA = f (xA,k1), yP1 = f (xP,k1), yP2 = f (xP,k2),
yN1 = f (xN ,k1), yN2 = f (xN ,k2). From these, four distances are com-
puted: dSP = d(yA,yP1) (with matching identities and keys), dDP =
d(yA,yP2) (with matching identities but different keys), dSN = d(yA,yN1)
(with different identities but matching keys), and dDN = d(yA,yN2) (with
non-matching identities and keys).

Since dSP, which corresponds to matching identities and keys, should
be minimised, while the others should be maximised, the Secure Triplet
Loss is computed through:

l = max(0,α +dSP−min({dSN ,dDP,dDN})) . (2)

As with the triplet loss, α will enforce a margin between positive and
negative distances. By minimising the loss in Eq. (2), the model learns to
deal with the intrasubject and intersubject variability of the biometric trait
and becomes able to recognise when the keys do not match, even if the
identity is the same. Hence, if the stored templates become compromised,
they can easily be invalidated through a key change.

3 Experimental Settings

The proposed training methodology was evaluated to off-the-person
ECG-based biometric authentication. The University of Toronto ECG
Database (UofTDB) [13], including 1019 identities, was used. Signals
were divided into five-second segments. Data from the last 100 subjects
were used for training (90 000 triplets) and validation (10 000 triplets),
while the data from the remaining 918 subjects were reserved for testing
(10 000 triplets). Keys were randomly generated as unidimensional arrays
of 100 binary values.

The authentication model is adapted from [9] (see Fig. 1). Samples
are bound with keys before the first dense layer. The vector of flattened
feature maps (s(x)) is concatenated with a key k (after its normalisation to
unit l2 norm). The last dense layer outputs the respective representation
y= f (s(x),k), which is then used in dissimilarity score computation using
the Euclidean and normalised Euclidean distance, respectively, for train-
ing and testing. The model was trained using the Adam optimizer with an
initial learning rate of 0.0001, for a maximum of 500 epochs, with early
stopping based on validation loss (patience of 20 epochs).
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Figure 1: Architecture of the model trained for ECG-based authentication.

4 Results and Discussion

After training, the model’s authentication performance was evaluated
through the analysis of false acceptance (FAR), rejection rates (FRR), and
equal error rates (EER) [10]. As presented in Fig. 2, the model trained
with the Secure Triplet Loss achieved lower EER than with the original
triplet loss (10.63% versus 12.55%). This is an important aspect of the
proposed method, since security measures generally lead to a five-fold
average increase in authentication error [8]. The proposed method is able
to achieve this by retaining the capabilities of end-to-end networks and
optimising for accuracy and cancellability simultaneously.

Figure 2: Receiver-operating characteristic curves of the model trained
with the Secure Triplet Loss and with the original triplet loss.

The security of the templates output by the model was evaluated using
the standard literature measures of privacy leakage rate, secrecy leakage,
and secret key rate, through nearest-neighbour entropy estimation meth-
ods [1, 6, 7]. The model offered near-perfect privacy rate results, which
means the biometric templates are irreversible as desired. This very use-
ful property may be a consequence of using CNNs, which have been ob-
served to present minimal mutual information between inputs and outputs
when appropriately optimised [12]. Secrecy leakage also rendered perfect
result (0) which may also be related to the nature of deep neural networks.
At last, the proposed method offered 103.73 bits of secret key rate (out-
put entropy) versus 14.20 bits for the original triplet loss, which means it
will be harder to successfully attack the model trained with the proposed
method.

k1

k2

k1

k2

k1 k2

(a)                   (b)

Figure 3: Results of the cancellability (a) and linkability (b) evaluation.

Regarding template cancellability, Singular Value Decomposition
(SVD) was used to visualise the template distribution in the output space.
Fig. 3 (a) shows the Secure Triplet Loss promotes the clustering of class
samples when keys match. However, when the key is changed, the cluster
is shifted on the output space in order to distance itself from (and ef-
fectively invalidate) the templates corresponding to cancelled keys. At
last, template non-linkability was evaluated as established by Gomez-
Barrero et al. [5] (see Fig. 3 (b)). The proposed secure triplet loss model
offered Dsys

↔ = 0.67, making it semi- to fully linkable. This is the main
shortcoming of the Secure Triplet Loss, as it would be relatively easy for
an attacker to discover whether two samples with different keys belong to
the same subject. The desired behaviour would be for dDP, dDN , and dSN
to assume similar values greater than dSP. Future research endeavours
should focus on adapting the network to avoid template linkability.

5 Conclusion

This work proposes the Secure Triplet Loss, an adaptation of the triplet
loss to promote biometric template cancellability in end-to-end deep mod-
els. Biometric templates are bound with subject-specific keys within the
end-to-end model, without separate processes, and can be easily cancelled
through a key change. The proposed loss proved successful when evalu-
ated for ECG-based authentication, offering cancellability and improved
performance.

While cancellability and irreversibility have been achieved, an impor-
tant shortcoming regarding template linkability has been unveiled. Hence,
further efforts should be devoted to achieve non-linkability alongside can-
cellability. Nevertheless, this study has shown it is possible to achieve
template security within end-to-end deep biometric models, paving the
path to a synergy between performance and security in biometrics.
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Abstract

The massive growth of digital color image contents in medical field, due
to the spread of advanced multimedia devices capable of acquisition, trans-
mission, and storage of digital data, demands improvements in image
quality assessment (IQA) methods. Cervical cancer ranks as the fourth
most common cancer among females worldwide with roughly 528,000
new cases yearly. Significant progress in the realm of artificial intelli-
gence, particularly in neural networks and deep learning, helps physicians
to classify cervical cancer more accurately using cytology and colposcopy
images. However, it is necessary to ensure good image quality for decent
performance of classifying methods. In this paper, we address a binary
IQA problem (bad versus good quality) of cytology images with three
different widely used architectures: VGG16, MobileNet, and ResNet50.
The experimental results show the good performance of deep learning al-
gorithms for IQA.

1 Introduction

Medical image quality assessment plays an important role not only in
the design and manufacturing processes of image acquisition but also in
the optimization of decision systems. Cervical cancer remains the fourth
most common cause of cancer death in women worldwide. Despite the
outburst of recent scientific advances to find an effective treatment, there
is no effective method, especially when diagnosed in an advanced stage.
However, screening tests such as cytology or colposcopy, have been re-
sponsible for a strong decrease in cervical cancer deaths.

Cytology microscope images need high-level microscopic magnifica-
tion for a consistent characterization, but it is necessary to preserve an ap-
propriate image quality [1]. In most of the cases, the cells in test slides are
frequently spread in a multi-layer way which raises a challenge for a good
focusing. Thus, it is necessary to use different focus levels for correct dig-
ital representation with good image quality. Powerful auto-focusing tech-
niques using IQA methods are used in automated microscopy to prevent
the loss of image quality [2]. The adequacy assessment of the cytology
image has been studied by several researchers which propose different ap-
proaches to guarantee the The Bethesda System (TBS) minimum criteria
(cellularity, obscuring factors, and the evidence of transformation zone)
[3]. Most of the works on literature discard the importance of IQA and
are focused on classification problems in cytology. Therefore, due to the
lack of scientific work regarding the IQA on cervical cancer screening
method, it is necessary to fulfil that gap with more research on this field
to improve the actual state-of-the-art.

1.1 Brief summary

In this work, some approaches for non-reference image quality assess-
ment (NR-IQA) are presented using feature extraction and learning. Thus,
different convolutional neural network (CNN) based models, pre-trained
on ImageNet dataset, were used and fine-tuned to predict the quality score
value of several images. The first models uses three different architec-
tures VGG16, MobileNet, and ResNet50) to predict the image quality
of a blood cells microscopy dataset, labelled in a multiclass problem
(4 classes).

Due to the lack of annotated cytology dataset regarding image quality,
it was used as reference a microscopic blood cell sample dataset. After
selecting the best model, the weights of the best model were used to initi-
ate the train of a new model to classify IQA on a new IQA dataset created
in this work with cytology microscope images. This new dataset con-
tains reference images and distorted images obtained from the reference

images. The classification of IQA on the cytology dataset is done on a bi-
nary problem (bad quality vs good quality), this classifier intends to learn
low-notion quality features by distinguish between original/ reference im-
ages and distorted images.

2 Methods

2.1 Dataset

In this work, two different datasets were used in the train of IQA models.
The microscope slide preparations of the first dataset, from blood samples,
were obtained in Centro Hospitalar de São João (Porto), and digitalized
by Fraunhofer AICOS (FhP-AICOS) within the scope of MpDS project
1 using usmartscope. The blood cell data was annotated by doctors and
contain a total of 1854 images divided into 4 different classes according
to quality score of the image, which can be bad, fair, good, or excellent
quality. The second dataset was collected in Hospital Professor Doutor
Fernando Fonseca (Lisbon) within the scope of CLARE project using an
updated version of µsmartscope, adapted to acquire samples with 400
times magnification the images were also acquired as the first dataset by
FhP-AICOS using µsmartscope. This second dataset consists of 4088 im-
ages of microscope pap smear slide preparations (liquid-based citology
samples), in which 817 are reference images and 3271 are images gen-
erated from the reference images with four different types of distortions
(Gaussian noise, blur, salt and pepper noise and speckle noise). Thus, for
every image of reference four new images were created with the distor-
tions mentioned before as showed in Figure 1. This new cytology dataset
is divided in 2 different classes, distorted images (bad quality images),
and reference images (good quality images).

Original Salt & Pepper Blur Gaussian Noise Speckle Noise

Figure 1: Example of the four different types distortions applied on the
original images of cytology dataset.

2.2 Data Pre-processing

First, is worth mentioning that both datasets were divided into train, val-
idation, and test subsets (60/20/20 %) in 5 different k-folds for cross-
validation, maintaining the ratio among the different classes. The acqui-
sition of the images in both datasets was done by different experts. In
all the images the ROI is a circular region but, in some cases, that region
is not in the centre of the image. To guarantee that the input image for
the CNN models is a perfect square of the ROI it was necessary do an
automatic crop at the limits of the circle creating a square shape image.
The images were also resized to 224 x 224 and normalized from the pixel
values range of 0-255 to the range 0-1 to speed up the train. Both datasets
used in this work had a small number of labelled images (1854/4088), to
overcome this obstacle it was used data augmentation. Therefore, during
the training of the models a series of random transformations have been
done in each training epoch for every single image. The transformations

1htt ps : //www.aicos. f raunho f er.pt/en/our_work/port f olio/micron.html
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applied included image rotation with a range of 90◦, width and height
shift, horizontal flip, zoom (in or out).

2.3 Convolutional Neural Networks

Convolutional neural network (CNN) is a class of deep learning algo-
rithms that are organized in several connected successive stages, specifi-
cally convolutional (conv), pooling (pool) layers, and activation functions.
CNN has learnable parameters named weights that can be updated using
several matrix multiplications and its goal is to reduce the images into a
form that is easier to process and classify. After the convolutional block
of the neural network, it follows a Fully Connected (FC) network that has
as input the flatten feature map with origin in the convolutional output.
The last layer of the FC computes the classification probability for each
class using SoftMax regression for multiclass classification or sigmoid for
binary classification.

3 Experimental Details

Two different models were trained and tested in this work. The first model
1 was tested with three different CNN architectures. All the architectures
were directly fed with the blood cells and cytology images. The CNN
architecture that achieves the best results in the IQA of blood cells dataset
was used on model 2 for cytology IQA. The tested CNN architectures are
the following: VGG16, MobileNet and ResNet50. For multiclass IQA
of the blood cells, it was implemented the model 1 with the 3 different
convolutional architectures mentioned above. Model 2 follows the same
pattern of model 1, however, it is a CNN model for binary classification.
This model classifies the image quality of cytology cells in two different
classes. The pre-trained weights of model 1 are used to initiate the train
of model 2 through transfer learning to increase the performance and di-
minish training time. The hyperparameters were adjusted just for model
1 with the grid search where the hyperparameters tuned were the learn-
ing rate (LR ∈ [0.001; 0.0001]), the batch size (BS ∈ [16; 32]), and the
dropout rate (Dt ∈ [0.2; 0.5]). During 500 epochs (using ModelCheck-
Point and EarlyStopping TensorFlow callbacks) the model 1 was tested
with all these hyperparameters. The losses used in this work were cate-
gorical and binary cross-entropy for multiclass and binary classification
respectively.

4 Results and Discussion

The best combination of the hyperparameters found for model 1 after a
fine-tuning was LR of 0.0001, BS of 32, and Dt of 0.2. These hyperpa-
rameters were chosen concerning the validation subset. The best results
after the grid search for the first model (model 1 - multiclass) are repre-
sented in Table 1. For the multiclass problem, VGG16 achieved the best
results with higher values in all the presented metrics when compared
with MobileNet and ResNet50.

Table 1: Results of model 1 for multiclass classification task of IQA in
blood cells test subset.

Accuracy (%) Precision (%) recall (%) AUC (%)
MobileNet 76.05± 1.74 76.34 ± 2.75 76.05 ± 1.74 86.85 ± 1.39
VGG16 78.91 ± 1.97 79.16 ± 2.17 78.91 ± 1.97 87.64 ± 1.82
ResNet50 76.97 ± 2.39 77.29 ± 2.67 76.97 ± 2.39 83.06 ± 3.38

To confirm if the resize of the images to 224 x 224 did not contribute
to loss of information an additional model trained with resized images but
with bigger dimensions (512 x 512) was created and tested. Due to the
imbalance in the number of images per class in blood cells dataset classes
a new model was done by oversampling the minority classes. The results
for these different approaches using different shows no upgrades in the
metrics. The model 1 trained with VGG16 as the convolutional block and
using as input 224 x 244 resized images achieved the best performance.
Thus, the pre-trained weights of this model 1 will be used by model 2
which will be only trained with a VGG16 architecture for binary IQA of
cytology images. The last layer was discarded. The results of model 2 are
presented in the following table 2.

Table 2: Results of model 2 using VGG16 architecture to assess image
quality of pap smear cells (cytology dataset).

Accuracy (%) Precision (%) recall (%) AUC (%)
VGG16 99.49 ± 0.72 99.50 ± 0.70 99.49 ± 0.72 99.96 ± 0.07

VGG16 in the multiclass quality assessment of blood cells images
achieved the best performance in all metrics. This may have happened
due to the relatively small number of images in our dataset used in this
work. Thus, the high complexity of that the deeper networks (ResNet50
and MobileNet), may lead to overfit on train. The AUC metric is higher
than accuracy, which may indicate that our classifier achieves good per-
formance on the positive class (high AUC) at the cost of a high false
negatives rate. The model proposed for classification of the pap smear
images quality achieved a good performance for the binary image quality
classification task with 99.49% of accuracy. This algorithm classifies the
images according to the presence or absence of distortions, this way the
classifier is focused on low-level notions of quality. The difference be-
tween the metrics of models 1 and 2 can be explained by the fact that in
model 1 there are much more natural distortions in the images which in-
creases the classification challenge, while our generated dataset for model
2 only contains 4 different types of distortions. To classify the images tak-
ing in account semantic complex concepts it is necessary to provide more
information to the model.

5 Conclusions and Future Work

The use of IQA in biomedical applications is essential to help in optimiza-
tion and improvement not only in image processing techniques but also on
diagnostic algorithms. Nevertheless, the use of IQA methods in medical
applications is very limited to low notions of quality, such as distortions
or noise on the images. It is essential to collect more data and semantic
information about image quality to build more robust and accurate algo-
rithms to assess quality. Thus, new studies on cervical cancer using IQA
techniques such as deep learning techniques should be encouraged due to
the flexibility and capacity of these techniques and due to the literature
gap about this subject. In this work it was demonstrated the outstand-
ing performance of deep learning algorithms using CNN for NR-IQA in
biomedical databases.

For future works, since a screening system is expected to be able to
avoid misclassifying, artifacts must be added to the synthetic dataset of
cytology to test the capacity of the CNN classifiers to detect that. In the
future, it may be also interesting, add noise only in part of the image, and
train with these examples. After that, analyze the activation maps and see
if the explanation is consistent with the spatial placement of the noise.
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Abstract

The use of deep learning techniques for face presentation attack detection
(PAD) is increasingly common due to their ability to reach strong accu-
racy performances. Nonetheless, the use of complex models such as the
ones produced with deep learning techniques raises safety and trust con-
cerns, as one is not able to understand the motifs behind model decisions.
Furthermore, traditional metrics of evaluation fall short in terms of cap-
turing the desirable working properties of models, which is particularly
worrisome when working in high-regulated areas, such as biometrics. In
this work, we propose the use of interpretability techniques to further as-
sess the robustness of face PAD models. Moreover, we also define de-
sirable properties for a face PAD model to have, which can be evaluated
through interpretability. Experiments were performed using the ROSE
Youtu video collection and showed the additional value of interpretability
in the identification of model robustness.

1 Introduction

Nowadays, deep learning algorithms are excelling in most of the artificial
intelligence (AI) fields, including in the biometrics and forensics domain.
Although these models can indeed achieve incredible performances due
to their complexity and flexibility, it is also true that sometimes these
performances are obtained by a focus in wrong/biased information instead
of domain significant information [4]. Therefore, an evaluation performed
based on only traditional metrics may be misleading, making us trust a
model that is not robust enough to be deployed in the real-world.

With regards to face PAD, the use of deep learning techniques is also
increasingly common [6]. Furthermore, the diversity of presentation at-
tacks that can happen in a real-world scenario increase the importance of
checking the robustness of the deep models, as they may focus on attack-
specific or spurious information instead of more general features capable
of characterising what an attack means [3].

To overcome the limitations of evaluating a face PAD model only with
the traditional metrics, we propose in this work the use of interpretability
methods to further assess how robust is a model, by checking which infor-
mation is determining the deep learning model decision. Interpretability
or explainability (we use both terms interchangeably) is the process of un-
derstanding which features, or which process, led to the machine learning
model decision. Doshi-Velez and Kim categorised these techniques into
three different groups, namely, pre-, in-, and post-model [2]. In the last
years, interpretability research has focused attention on the in- and post-
model interpretability groups, i.e., in the proposal of interpretable models
by design [9], or in the proposal of interpretability methods to analyse
previously built models [1].

In this work, we also assess the fulfilment of important properties
defined by Sequeira et al. [8], such as (1) explanations for the same sample
should be similar whether or not it is seen during training (data swap); and
(2) explanations for the same sample should be similar whether or not the
model is trained to detect that specific attack (One-Attack vs. Unseen-
Attack).

2 Methodology

A presentation attack detection method receives as input a biometric trait
measurement and returns as output a prediction of the classification of

that measurement as belonging to a living individual (bona fide) or as
being a spoof attempt to intrude the system (attack). In this work, our
method consists of an end-to-end convolutional neural network, with its
architecture being described in Figure 1. Since the focus of the work is the
study on the interpretability of the face PAD model, we chose a relatively
simple architecture.
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Figure 1: Architecture of the implemented PAD model.

With regards to the interpretability method to be used in this work, we
selected the well-known Grad-CAM method [7], as it has the flexibility
to generate explanations for any layer of the network, and also allows us
to obtain class-specific explanations.

3 Experimental Assessment

The experiments were performed with the ROSE-Youtu Face Liveness
Detection Dataset [5], which is composed of 3497 videos acquired from
twenty different subjects. For each subject there are several “genuine”,
and “attack” videos (types of attack, and number of frames extracted are
presented in Table 1). The PAD model previously presented was imple-
mented in Keras and trained for 150 epochs with early-stopping (based
on validation loss). To avoid overfitting, regularization techniques such
as dropout and data augmentation were used.

Table 1: Characteristics of the presentation attack instruments in the
ROSE Youtu dataset (N.I. stands for “number of images”, i.e., frames
extracted from the videos).

Attack Type of presentation attack instruments N.I.
- Genuine (bona fide) 2794

#1 Still printed paper 1136
#2 Quivering printed paper 1188
#3 Video of a Lenovo LCD display 923
#4 Video of a Mac LCD display 1113
#5 Paper mask without cropping 1194
#6 Paper mask with two eyes and mouth cropped out 608
#7 Paper mask with the upper part cut in the middle 1162

The quantitative results in terms of Bona fide Presentation Classifica-
tion Error Rate (BPCER), Attack Presentation Classification Error Rate
(APCER), and Equal Error Rate (EER) are shown in Table 2. As illus-
trated in Table 2, we performed the experiments using two different eval-
uation frameworks: one-attack (model is trained and tested with only one
type of attack), and unseen-attack (model is trained with all but one at-
tack, and tested with the remaining attack). Even though the focus of the
work is not on the performance of the face PAD model, the method’s per-
formance is in line with state-of-the-art methods. The results with regards
to the Unseen-Attack framework are worse than the ones related to the
One-Attack framework, which indicate model generalization problems.
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Table 2: PAD performance of the models for One-Attack and Unseen-
Attack evaluation frameworks. (EER, APCER, and BPCER in %)

Attack One-Attack Unseen-Attack
EER APCER BPCER EER APCER BPCER

#1 7.29 12.15 3.06 5.90 6.94 4.90
#2 3.62 6.67 1.35 5.55 3.00 10.65
#3 2.79 8.37 0.12 10.38 26.29 4.28
#4 12.66 30.38 1.84 25.34 45.73 3.92
#5 1.61 1.61 1.59 4.84 3.55 7.10
#6 4.46 5.10 1.10 10.19 12.74 7.71
#7 0.73 5.23 0.00 15.49 34.31 7.71

Attack Sample One-Attack Unseen-Attack

Figure 2: Explanations for correctly classified attack samples (TP) in the
One-Attack (2nd column) or Unseen-Attack (3rd column) frameworks.
Each row corresponds to one specific type of attack, top to bottom: #1,
#4, and #7.

Apart from the usual quantitative evaluation performed for PAD mod-
els, we introduce here a qualitative evaluation of model properties based
on explanations. With this regard, two types of experiments were per-
formed: comparing explanations for the same attack sample when in the
one-attack framework or the unseen-attack framework; and, comparing
explanations when attack samples of a random subject are present in train
or test (swap experiment). The results obtained with these two approaches
are presented in Fig. 2 and Fig. 3. As it can be observed in Fig. 2, the ex-
planations generated for the same samples in the one-attack and unseen-
attack frameworks are quite different, not showing coherence on the infor-
mation that is relevant to making the decision, which again indicates there
are generalization issues with the models. On the other hand, the models
demonstrated to be robust with regards to unseen subjects, as the expla-
nations generated in the swap experiment show relevance of the same
regions independently of the subject under analysis being in train or test.

4 Conclusions and Future Work

In this work, interpretability techniques were explored to further assess
the robustness of face PAD models. Moreover, we studied several de-
sirable properties for a face PAD model to fulfil that are only verifiable
through an interpretability analysis of the models. Nonetheless, this in-
terpretability evaluation can only be done qualitatively, therefore, lacking
objectivity. In future work, we aim to find ways of quantifying the infor-
mation obtained with the interpretability analysis.
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Abstract

Arquivo.pt is a Web Archiving initiative, storing contents preserved from
the .pt Web Pages. Among these contents, there are many image files.
Some of these images explicitly nudity and pornography, which are offen-
sive for the users, and thus are Not Suitable For Work (NSFW) images. In
this paper, we propose a solution to classify NSFW images on Arquivo.pt,
using deep learning approaches. We set up a dataset of images with Ar-
quivo.pt data and the ResNet and SqueezeNet models, are evaluated and
fine tuned for the NSFW classification task. These models reported an
accuracy of 93% and 72%, respectively. After a fine tuning stage, the
accuracy of these models improved to 94% and 89%, respectively. This
solution is available at https://arquivo.pt/images.jsp.

1 Introduction

The collection of portions of the World Wide Web (WWW) to preserve in-
formation is named as Web Archiving (WA). This preservation keeps old
and historical information available for future use by the general public.
Typically, Web Archives resort to Web crawlers, such as Heritrix [10], to
collect the web contents. These contents include many resource types, and
among them we often find images and videos. There are different WA ini-
tiatives, such as the European Commission Historical Archives, https:
//ec.europa.eu/historical_archives, the national top-level
domain UK Web Archive, https://www.webarchive.org.uk/
ukwa, or the Internet Archive, https://archive.org. Arquivo.pt,
https://arquivo.pt, is a WA initiative to preserve the Portuguese
.pt top-level domain. It provides a research infrastructure, making its
contents searchable and publicly available in open access. Arquivo.pt
provides a full-text search system and an Image Search Service (ISS) to
browse to all its data. This service enables image retrieval capabilities to
Arquivo.pt , with an interface in which users can perform queries in natu-
ral language and the service retrieves images related to the user query.

One portion of the images stored at Arquivo.pt are Not Suitable For
Work (NSFW) for most users, because they contain offensive or explicit
images (such as naked persons, violence, and pornography). This may
be caused, for instance, by a website that got hacked for Web spam be-
fore it was crawled and its contents retrieved. Thus, we need to avoid
the exposure to these types of contents, mainly for children and young
persons. An example of this NSFW contents retrieved, using the ISS is
depicted in Figure 1, in which the query term angela was fulfilled on the
ISS, and some retrieved results can be considered offensive. In this paper,
we propose an approach to filter out nudity/pornography content from the
Arquivo.pt resources, through a binary classification task. The remainder

Figure 1: Example of Arquivo.pt problematic content, retrieved with the
ISS using the query term angela.

of this paper is organized as follows. Section 2 briefly reviews related
work. Section 3 presents our approach. The experimental results and
some concluding remarks are reported in Section 4.

2 Not Suitable For Work Image Classification

There are many approaches to the problem of identify NSFW content
from images [3, 4, 9, 14]. Among these methods, we can find the first
techniques based on skin detection. Another type of techniques are based
on Bag-of-Visual-Words (BoVW) and more recently Neural Networks
(NN) and Deep Learning (DL) techniques have been proposed.

An automatic system to detect human nudes was present in an image
was proposed [4]. It resorts to methods to mark skin-like pixels combined
with color and texture properties. These marked regions are then analyzed
by a specialized grouper, to group a human figure using geometric con-
straints on the human structure, followed by classification. The POESIA
filter [2], is an open source implementation of a skin-color-based filter.
These methods present high false positive rates in images related to beach
as well as sports activities.

Another approach is the Bag-of-Visual-Words (BoVW) [3], which
extracts, a set of visual features represented as words, setting up a vocab-
ulary vector with the number of occurrences of these visual words rep-
resenting local image features. Those features usually are derived from
detecting keypoints or local descriptors variations. A classifier that uses
these representations is then trained to classify the image content.

Recently, Deep Neural Networks (DNN) and more specifically Con-
volutional Neural Networks (CNN) showed state of the art results, for
image recognition tasks. For instance, CNN have been widely used on
image recognition tasks [8, 12], for NSFW image classification [13, 15].
Many different CNN architectures have been published with improved
accuracy on the standard ImageNet classification challenge [11].

3 Proposed Approach

3.1 Building a dataset

We started by building a dataset of NSFW images and its opposite with
17 655 images, manually labelled from Arquivo.pt with 8 273 labelled as
NSFW and 9 382 as SFW, as described in Table 1.

Table 1: Evaluation Dataset.
SFW NSFW Total

Labelled Dataset 9 382 8 273 17 655
Non-Labelled Dataset - - 18 626

These images were acquired from Arquivo.pt using two methods. The
first method was through the existent Beta Images Indexes, which are
Lucene indexes provided by the Solr platform1. The second method was
through Arquivo.pt Text Search API [1], querying the API to retrieve Web
pages, and from those Web pages the images contained were extracted to
be manually labelled. On Arquivo.pt the total of images that belong to
the NSFW class is much less than the images from the SFW class. The
main difficulty at this task is to find enough images from the NSFW class,
in order to build a dataset with a significant number of images and with
both classes balanced in terms of the number of images. A large number
of noisy images were being returned, such as image banners and icons.

1http://lucene.apache.org/solr/
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To reduce the amount of this type of images, only images with resolu-
tion above 150x150 pixels were considered in the experimental results
reported in Section 4.

3.2 Proposed solution and integration on Arquivo.pt

After building the dataset, we have considered two different topologies
of DNN, namely ResNet [7] and SqueezeNet networks [5]. We have ad-
dressed the problem as a binary classification task, and thus we used the
Cross-Entropy as the loss function [6] and the Stochastic Gradient De-
scent (SGD) algorithm as the optimizer, using transfer learning. The de-
veloped solution to classify image contents as NSFW is integrated in the
Arquivo.pt ISS indexing workflow, to extract images and related meta-
data. The integration is modular, and can be extended by changing the
underlying model. It also supports a real time classification, exposed as
a Web Service. Figure 2 shows an example of the solution integration,
showing a case of a misclassified image by the NSFW classifier (hidden
by a gray rectangular box). Figure 3 shows the outcome of the same query,
without using the NSFW classifier.

4 Experimental Evaluation and Discussion

The hardware used to evaluate these models is a common laptop with 8
GB RAM, a GeForce GTX 860M as GPU and a Intel(R) Core(TM) i7-
4710HQ CPU @ 2.50 GHz. The models were also tested using server
class hardware available at Arquivo.pt infrastructure. The server is a Dell
PowerEdge R730xd model with 256 GB RAM and an Intel(R) Xeon(R)
CPU E5-2620 v3 @ 2.4 GHz. Table 2 reports the best experimental results
(accuracy and loss) on the NSFWSqueezeNet model, while Table 3 does
the same for the OpenNSFW model.

Table 2: NSFWSqueezeNet fine-tuning accuracy and loss.
Model 4-Fold Accuracy 4-Fold Loss

NSFWSqueezeNet 1 Ep. Aug. 10K 0.88 ± 0.002 0.28 ± 0.004
NSFWSqueezeNet 1 Ep. Aug. 10K 0.89 ± 0.002 0.27 ± 0.006

There is a significant accuracy improvement, from the initial model
accuracy of 72% to 89%, after a fine tuning stage in which all the net-
work layers are retrained, using as starting point the network weights
from a pre-trained model. The OpenNSFW model is computationally
more expensive to train. With the limited hardware available and time
constraints, an attempt to improve it was made, freezing all the network

Figure 2: Image filtering interface integration, with query term ‘Erica
Fontes’, with the NSFW classifier. The gray rectangular box highlights
NSFW contents which were misclassified.

Figure 3: Image filtering interface integration, with query term ‘Erica
Fontes’, without the NSFW classifier. The gray rectangular boxes corre-
spond to NSFW contents (hidden for proper display).

layers and retraining only the last fully-connected and the softmax layers.
The solver used was also the SGD with the same learning parameters as
the model above. The OpenNSFW model provides better results than the

Table 3: OpenNSFW fine-tuning accuracy and loss.
Model 4-Fold Accuracy 4-Fold Loss

OpenNSFW 1 Ep. Aug. 10K 0.92 ± 0.003 0.20 ± 0.006
OpenNSFW 5 Ep. Aug. 10K 0.94 ± 0.004 0.16 ± 0.007

SqueezeNet model.
In summary, in this paper we have briefly described a solution that

automatically identifies not suitable for work images, which was inte-
grated into Arquivo.pt infrastructure. The solution uses a convolutional
neural network to identify this content type and provides the classifica-
tion result which is used to hide not suitable for work contents, from the
retrieved results. The proposed solution is currently available at https:
//arquivo.pt/image.jsp. As future work, the model’s accuracy
can be improved by building a larger dataset and considering the catego-
rization with more classes.
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Abstract

In order to make the roads safer both for drivers and pedestrians, there is
an increasing interest in monitoring drivers conditions. In this paper, we
propose a system that monitors the drivers fatigue and drowsiness, based
on both the persons ElectroCardioGram (ECG) signal and the motion of
the steering wheel. The acquired data is compressed and transmitted, with
a Bluetooth Low Energy profile. A machine learning approach is taken
to detect fatigue and drowsiness patterns. The Support Vector Machines
classifier proved to achieve the highest accuracy on this task. The low-cost
proposed prototype has the ability to warn the driver about his physiolog-
ical and physical states, thus increasing road safety.

1 Introduction

The driving abilities of a person are affected by two key factors: fatigue
and drowsiness. Fatigue is a physical or psychological exhaustion. A per-
son feels fatigued when, for instance, goes to a gymnasium for a reason-
able amount of time or when one has solved a large amount of complex
problems. Fatigue, usually results from doing the same task repeatedly
or in an exhaustive way. Drowsiness is defined as the state before sleep.
When someone is drowsy, one requires to sleep, and one’s body is fighting
to stay awake.

In the past years, we have seen an increasing interest in the develop-
ment of Advanced Driver Assistance Systems (ADAS), which monitors
the vehicle performance and behaviour, as well as the physiological and
physical conditions of the driver. These systems resort to accelerometers
and other devices to measure the acceleration and other physical quan-
tities. These devices can be placed on the automobile steering wheel to
monitor the movements. Moreover, some physiological signals such as
electrocardiogram (ECG) [11], can acquired and monitored. The ECG
signal can be obtained with the aid of dry-electrodes placed on the vehicle
steering wheel. Thus, fatigue and drowsiness detection can be achieved
with machine learning algorithms working on these signals. We can iden-
tify sleepiness in both the ECG and the steering wheel accelerometer data
and to predict if the driver is entering in a state of sleepiness. This detec-
tion triggers an alarm to the driver.

The remainder of this paper is organized as follows. Section 2 briefly
reviews some concepts on fatigue, drowsiness, and monitoring systems.
Section 3 describes our solution. Some experimental results and conclud-
ing remarks are reported in Section 4.

2 Monitoring Systems

2.1 Drowsiness scale

The Karolinska Sleepiness Scale (KSS) [9] classifies the drowsiness state
with a 10-point Likert scale [4], in which the person classifies his/her
sleepiness in periods of 5 minutes. Table 1 describes the KSS scale.

Monitoring systems use sensors and devices to measure parameters
for a given purpose. There are two main types of monitoring: direct moni-
toring and indirect monitoring. Direct monitoring systems deal with phys-
iological signals or with a person behaviour [2]. Indirect monitoring sys-
tems interact with the objects controlled by the individual, for example,
in an automobile, it is possible to monitor the steering wheel movements,
pedal acceleration (gas or break) and sitting position. This kind of moni-
toring has the advantages of being more robust (usually not influenced by
external sources) and more private, since the methods are non-intrusive to
the person. Moreover, indirect monitoring systems are easier to use, as
compared to direct monitoring systems, on a person that is driving.

2.2 Biometric signals

The electrocardiogram (ECG) signal is the electrical signal that the heart
emits [3, 6, 7, 11]. The acquisition of ECG signals can be done in two
different ways: using intrusive or non-intrusive methods [1]. Intrusive
methods are used in clinical settings where biological signals are extracted
using devices placed in the human skin. Non-intrusive methods allow the
acquisition of signals with sensors not placed on the person’s body, but
rather in objects of everyday use. The acquisition of these signals with
dry-electrodes is almost involuntarily, without having an impact on the
person’s daily actions. Figure 1 shows a typical ECG waveform.

Figure 1: An example of a typical ECG signal [3, 6, 7, 11].

3 Proposed Solution

3.1 Block diagram and prototype placement

The proposed approach is based on the idea that fatigue and drowsiness
lead to modifications in the persons biological signals and behaviour.
Thus, the monitoring of the fatigue and drowsiness states lead to an ad-
equate approach to warn the driver about his/her state. The acquisition
device transmits the data to the gateway and the classification algorithm
labels the data and determines if the driver is drowsy or not. When the
system determines that the driver is drowsy, the alarm is activated. Fig-
ure 2 depicts the block diagram of the proposed system. Our solution
is composed by two main parts: the acquisition system, for data collec-
tion, preprocessing, and transmission tasks; the gateway solution, for data
reception, classification, and alarm activation.

3.2 Acquisition, compression and transmission

Our solution can collect, in a non-intrusive way, the driver ECG signal
using dry-electrodes placed in a conductive leather cover (that can fit into

Table 1: The 10-point Karolinska Sleepiness Scale (KSS) [9]
Level Description

1 Extremely alert
2 Very alert
3 Alert
4 Rather alert
5 Neither alert nor sleepy
6 Some signs of sleepiness
7 Sleepy, but no effort to keep awake
8 Sleepy, but some effort to keep awake
9 Very sleepy, great effort to keep awake, fighting sleep

10 Extremely sleepy, cant keep awake
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Figure 2: Block diagram of the proposed system (left) and its placement on the automobile (right).

any automobile), and the Steering Wheel Angle (SWA) signal, using an
three-axis accelerometer, placed in the centre of the steering-wheel behind
the airbag. The dry-electrodes can sense the heartbeat, by its electrical
impulses, while the person places the hands on the steering wheel. This
electrical continuous signal is converted from analogue to digital with an
Analogue-to-Digital Converter (ADC) and the resulting samples are read
by a microcontroller. The driver, while moving the steering wheel, causes
a variation in each accelerometer axis, and with it, being possible to esti-
mate the rotational angle of the steering wheel. For data compression, we
have considered transform-based methods followed by a lossless source
coding block [5, 8]. Transform-based methods are the most used tech-
niques to perform lossy encoding of audio and image data. The transform
methods are lossless being applied to enable better coefficient quantisa-
tion, introducing loss, which results in a lower quality output with high
compression ratio. These techniques consist in discarding less significant
information, on the quantisation stage, which tends to be irrelevant to the
human and (machine) perception of the signal. For transmission, we have
considered the Bluetooth Low Energy (BLE) [12] technique, since the
devices are battery-powered. BLE allows communications up to 100 me-
ters, in the 2.4 GHz frequency band with rates up to 2 Mbit/s. The current
consumption with this technology is around 15 mA.

3.3 Classification

In order to have classifier to work on the data, a feature-based vector must
be composed. In the literature, some features were pointed out as be-
ing adequate to describe the relationship between ECG or SWA signals
with the KSS scales. We have considered sets of 3, 5, and 8 features for
the ECG signal, the SWA signal, and both the ECG and SWA signals.
For classification purposes we have considered different typical classi-
fiers. Our experimental results have shown that Support Vector Machines
(SVM) provide the best results.

4 Experimental Results and Discussion

We have used the dataset provided by the Swedish National Road and
Transport Research Institute 1, which contains signals from 18 different
people, including ECG and SWA, for the same car and track, in both
awake and drowsy states, as well as the KSS values for each data sample.
The features from those signals will be the input and the KSS values will
be the output to train the classifier. The dataset holds ECG, EEG, and
EOG biometric signals, and car movement signals such as velocity, lateral
and longitudinal acceleration, Steering Wheel Angle (SWA) and yaw rate.
In the experiment, each person was classifying his sleepiness according
to the KSS test while driving, adding a KSS value to each data sample.
The 9-class output was transformed into a binary classification problem,
such that the KSS values above 6 are labelled as a drowsy state [10].

Table 2 reports the experimental results for the classification task,
with Linear Regression (LinReg), Logistic Regression (LogReg), Artifi-
cial Neural Networks (ANN), using common standard accuracy measures,
on the ECG + SWA signals. We have found that it is preferable to use the
ECG + SWA signals, as compared to the individual use of the ECG and
SWA signals. The SVM classifier, with default parameters, achieves the
best results, although it seems to exist some room for improvement. The

1https://www.vti.se/en/

Table 2: Experimental results for classification of the ECG + SWA signals
Method Accuracy Specificity Recall Precision F1-Score
LinReg 0.55 0.58 0.52 0.55 0.50
LogReg 0.55 0.60 0.49 0.55 0.51

ANN 0.54 0.55 0.53 4 0.54 0.51
SVM 0.62 0.56 0.68 0.61 0.64

developed low-cost solution is easy to install on any automobile. It re-
quires no driver cooperation and it achieves interesting results regarding
drowsiness detection. As future work, we intend to fine-tune the SVM
classifier and to extend this approach to a multi-class classification task.
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Abstract 
This work is intended to study the relationship between the morphology and texture 

of different brain structures and the presence of the disease called Autism. For that, 
it is proposed a radiomic analysis of the brain structures, amygdala and 

hippocampus, that will be performed by feature extraction and further analysis of 

the changes that occur in patients diagnosed with autism. Through the analysis of 
the textural features, it is expected the discovery of potential biomarkers that when 

combined with the morphological information, will possibly assist the diagnosis 

and a better understanding of Autism.  

1 Introduction 

 Autism Spectrum Disorder (ASD) is a disease that develops in 

children, usually between 2/3 years old, being characterized by motor, 

cognitive and emotional difficulties. The causes of this disease are not yet 

fully understood, which has led to an increase in the study of this disorder. 

Recent studies indicated that the development of autism can cause 

structural and functional changes in the amygdala and the hippocampus, 

which are brain structures that are responsible for controlling some 

emotional and cognitive behaviours. For this reason, an effort has been 

made to understand the changes in those structures with the development 

of autism [1, 2]. One of the imaging approaches to visualize the changes 

that occur in brain structures is the Magnetic Resonance Imaging (MRI). 

Through this technique, 3D brain images can be acquired enabling 

subcortical quantitative analysis with focus on the amygdala and 

hippocampus. Once the images are obtained, features can be extracted 

from them, allowing a posterior analysis [1]. The extraction and mining 

of a high number of quantitative features in an automated and high-

throughput way is called radiomics [1, 3]. Regional variations of texture 

in an image can be analysed in order to provide information about the 

brain structures in study. Its analysis is done through techniques dedicated 

to the quantification of the spatial variation of the gray tones of the image 

[4]. To the best of our knowledge, some of the existent studies in this field 

are contradictive, for example some conclude that in patients diagnosed 

with autism, there is an increase in the volume of the mentioned 

structures, while others indicate the opposite [5, 6].   

 The present work has the goal to find biomarkers capable of diagnose 

ASD. In order to achieve it, two approaches were followed: a first and 

general approach, by exploring the mean values of the features extracted 

from the MRI images, and a second approach done through a radiomics 

analysis of classification based on a similar study performed by Chaddad 

et al [1]. 

2 Methods 

 The data used was obtained from ABIDE I database, that provide MRI 

images gathered from several medical institutions around the world. A 

sample of 48 patients was used for this study, in which 24 were apparently 

healthy, being used as control and 24 were diagnosed with autism. In what 

concerns the age, only 10 had less than 15 years in which 5 had autism. 

Regarding the gender, 37 patients were male and 11 female. It is important 

to notice that the number of patients with different genders and ages was 

already determined in the samples taken from ABIDE I, not being 

determined within this project. The procedure was divided in three steps: 

(1) brain images segmentation, (2) feature extraction and (3) feature 

analysis.  

2.1    Brain Images Segmentation 

 The MRI images obtained from the database were submitted to the 

VolBrain online segmentation workflow, capable of segmenting the brain  

into several structures (e.g. amygdala, hippocampus, cerebellum, cortex, 

etc) [7]. 

2.2   Feature extraction  

 The segmented images obtained from VolBrain were submitted to 

LifeX, a software capable of extracting morphologic (volume) and texture 

features taken from the gray-level co-occurrence matrix (GLCM) and 

histograms of each structure of the brain [8]. Six features obtained from 

the GLCM were extracted: energy, entropy, contrast, correlation, 

homogeneity and dissimilarity. The energy measures the homogeneity by 

the sum of squares of entries in the GLCM , the entropy represents de 

disorganization of the gray levels, the contrast symbolize local variations 

of the image intensity, the correlation represents the linear gray-level 

reliance between pixels and the homogeneity detects the similarity 

between the gray levels [9].  From the histograms, four features were 

extracted: skewness, kurtosis, entropy and energy. The skewness is a 

feature that gives information about the symmetry of the histogram and 

the kurtosis gives information about its flatness [9]. 

2.3    Feature analysis 

 Two types of feature analysis were performed. The first analysis 

carried out was a general exploratory approach, which may not be 

indicative of anything, since it was done through the observation of the 

mean values of the features. The main goal of this approach was to have 

a first look on the behaviour of the features, being analysed the 

quantitative difference between the average value of the same feature 

between cases and controls and also between age groups (<15 and > 15 

years).  

 The second approach was done through case classification based on 

the feature space. The case classification using features both from the 

amygdala and hippocampus, were performed with three different models: 

support vector machine (SVM), neural networks (NN) and random forest 

(RF). In the non-linear SVM the radial basis function was used as kernel 

and in the linear SVM the linear function was used as kernel. 
Furthermore, in the SVM and NN models, the data had to be separated in 

training and testing and two different methods were used: the k-fold and 

the leave one out (LOO). Since that the RF classifier already does the 

separation of the data into training and testing, it was not necessary to 

apply the LOO or the k-fold methods, as in the other classifiers used. The 

k-fold method consists of dividing the total data set into 𝒌 subsets of the 

same size and, from there, a subset is used for testing and the remaining 

𝒌-1 are used to estimate the parameters. This process is performed 𝒌 

times by alternating the test subset. The LOO method is similar to the 

previous one but instead of dividing the data into folds, it leaves only one 

example for test and the rest is for training. Thus, the process is carried 

out 𝑵 times, equal to the number of sample sets [10]. The performance of 

the models was evaluated by their accuracy, obtained from the confusing 

matrix. The classification was performed in three different types of data: 

(a) features extracted only from the hippocampus, (b) features extracted 

only from the amygdala and (c) features extracted from both amygdala 

and hippocampus. Another relevant characteristic of the RF classifier is 

the possibility of measuring the importance of each feature on the 

classification process, allowing to rank them. This ranking was performed 

in 15 runs, allowing the obtaining of the TOP features in the classification 

of each data (a, b and c).  

3   Results and discussion 

 Figure 1 presents the images obtained from the LifeX software, where 

it is possible to see the structures in study that resulted from the 

segmentation. 
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From the first exploratory analysis of the features, the average values 

of the volume of the two structures of the brain, separated by age and 

diagnostic were obtained and are represented in Table 1. It is possible to 

verify that in patients under the age of 15 years, both structures have a 

lower volume when compared to individuals of the same age range 

without autism. The same happens when comparing the volume of the 

hippocampus between individuals with autism and controls, over 15 

years. However, in this age group it appears that the volume of the 

amygdala in individuals with autism is higher than that of controls.  

 

Table 1: Volume (cm3) of both studied structures of the patients 

(with and without autism) that participate in this study. 

Age 
Patients with autism Controls 

Amygdala Hippocampus Amygdala Hippocampus 

<15  2.09 9.94 2.47 10.21 

>15  1.56 9.50 1.02 9.72 

 

     The same exploratory analysis was carried out with the textural 

features. Regarding the textural characteristics obtained from the 

histograms, it was possible to verify that the hippocampus in patients with 

autism presented higher values of skewness, kurtosis and entropy and 

lower energy than in patients without this disorder. The same features 

taken from the amygdala of patients with autism presented lower values 

of skewness and kurtosis and higher values of entropy and energy. The 

same analysis made of the textural features taken from the GLCM in the 

hippocampus showed, in patients with autism, lower values of 

homogeneity, energy, contrast, correlation and dissimilarity and higher 

values of entropy. In the amygdala, the same analysis showed higher 

values of homogeneity, correlation, entropy and dissimilarity and lower 

energy and contrast in patients with autism. The same analysis was done 

separating the sample in age groups (<15 and > 15 years) however, it was 

not found a general rule to the behaviour of the features. It should be 

noticed that this analysis is only exploratory, and the quantity of patients 

used should be larger in order to obtain more conclusive results. Also, the 

number of patients under 15 years used for this study was significantly 

less than the patients above 15 years, giving only a general idea of the 

differences in the age groups. 

Through the second approach of the analysis of the features, the 

accuracy of each classifier used were obtained, being possible to evaluate 

each one of them. The results obtained are shown in Table 2. 

 

 It should be noted that a greater accuracy was obtained with the RF 

model in all the data used, both with the LOO method and with the k-fold 

to separate the data in training and test datasets. The LOO method is 

computationally expensive, which in this case does not represent a 

problem because of the small size of the sample [10]. However, if the 

study was projected in a bigger sample, preference would be given to the 

k-fold method.  The dataset containing characteristics of the amygdala 

and hippocampus had better results compared to the data containing only 

characteristics of the amygdala or the hippocampus. This may indicate 

that by analysing the structures together, it is possible to obtain better 

results in classifying patients with autism using this models.  

  For each set of classified data, the TOP features were obtained after 

15 runs, as mentioned before, and are represented in Table 3.  Firstly, it 

should be noted that the features extracted from the GLCM are those that 

allow a better classification of the structures, since they appear with more 

frequency compared to the ones extracted from the histograms. It is 

possible to verify that the volume of the amygdala, entropy, homogeneity 

and dissimilarity are the most common characteristics of the 3 data sets. 

This way, it is possible to conclude that these features can be used as 

biomarkers to identify autism. 
 

Table 3: TOP features obtained through the RF classification model 

for each data set used. 

Amygdala Hippocampus 
Hippocampus + 

amygdala 

Age 

Volume 

Contrast (GLCM) 

Correlation (GLCM) 

Entropy (GLCM) 

Dissimilarity (GLCM) 

Homogeneity 

(GLCM) 

Energy (GLCM) 

Entropy (GLCM) 

Dissimilarity 

(GLCM) 

Amygdala volume 

Amygdala entropy 
(GLCM) 

Hippocampus homogeneity 

(GLCM) 
Hippocampus entropy 

(GLCM) 
 

4 Conclusion 

     This work intended to analyse MRI brain images, in particular the 

hippocampus and amygdala structures, in order to contribute to the 

diagnose and understanding of the ASD. This was possible through a 

radiomic analysis of the MRI images, extracting texture and morphologic 

features and analysing them by two different approaches. This way, it was 

possible to compare those feature between patients with and without 

autism. The first approach allowed the general understanding of the 

behaviour of the features and the second approach allowed us to achieve 

the features that presented more potential to become biomarkers in the 

diagnosis of ASD.  In order to achieve this in the second approach, several 

feature classification models were used and evaluated through their 

accuracy, allowing to achieve the conclusion that the RF model presented 

better results in classifying the patients in cases or controls. It was also 

with this model, that was possible to obtain the features with more 

potential to be used as biomarkers in the diagnosis of autism. 
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Hippocampus Amygdala 

Hippocampus + 

amygdala 

LOO kf LOO kf LOO kf 

SVM linear 0.500 0.575 0.625 0.575 0.625 0.642 

SVM non 

linear 

0.500 0.592 0.563 0.625 0.500 0.500 

NN 0.604 0.592 0.500 0.567 0.688 0.633 

RF 0.958 0.958 0.980 

Left hippocampus Left amygdala Right hippocampus Right amygdala 

Figure 1: Frontal, sagittal and inferior images of the brain, 

highlighting the structures in study. 
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Abstract
Given the wide-ranging farmland area, optical satellite images of farms
are used to develop maps that reflect land dynamics and its behavior over
different time frames, crops, and regions on various environmental con-
ditions. In this regard, it is essential to identify and remove atmospheric
distorted images to further prevent misleading information, since their
presence severely restrict the use of optical satellite images for forecast-
ing harvest dates, yield estimation, and manufacturing control in agri-
culture systems. These atmospheric distortions are frequent due to cloud,
shadow, snow, and water cover over farmland. In this work, we developed
a method to identify distortion covering images of corn crop farmland sit-
uated in the Alentejo Region of Portugal. The results are compared with
the state-of-the-art (SOTA) Sen2Cor algorithm of the European Space
Agency. Further, experimental results show that the developed image
scene classifier model outperforms Sen2Cor by 10% in F1-measure.

1 Introduction
Agriculture in Europe has witnessed a substantial change after the cre-
ation of the Common Agriculture Policy (CAP)1 in 1962. As a result,
Food security [6] is ensured in most parts of Europe but the estimated
global population growth 7 billion to 9 billion by 2050 [2] posses the chal-
lenge of producing more food [12]. The way to address this challenge is
to rely on science and technology for possible answers.

Over the last few decades, many new technologies have been devel-
oped for or adapted to, agricultural use. Examples of these include low-
cost positioning systems such as the Global Navigation Satellite System
(GNSS) or the Geographic Information Systems (GIS), sensors mounted
on agricultural machinery, geophysical sensors aimed at measuring soil
properties, low-cost remote sensing techniques, and reliable devices to
store, process and exchange/share information [3, 10]. Together, these
new technologies have produced a large amount of affordable, high reso-
lution information and have led to the development of site-specific agri-
cultural management that is often termed Precision Agriculture.

There are many aspects related to Precision Agriculture and this work
aims at investigating Sentinel-2 satellite images (or known as product)
to gain information across different parcel/region and time. Resulting, a
time data-series that takes land (usage) properties as input and outputs
land dynamic which will provide information about environmental (such
as soil, water and, weather) impact on the land and crop growth.

The existence of optical distortion such as clouds, shadows, snow, and
water over land can mask true surface reflection resulting in false land
information restricting the use of satellite images. To identify this dis-
tortion, sate-of-the-art (SOTA) Sen2Cor image scene classifier could be
used. Sen2Cor is an algorithm whose main purpose is to correct single-
date Sentinel-2 Level-1C products from the effects of the atmosphere and
deliver a Level-2A surface reflectance product [7]. Level-2A (L2A) out-
put consists of a Scene Classification (SCL) image with seven classes:
Cirrus, Shadow, Snow, Water, Vegetation, Soil, and Cloud with low, mid,
and high probability.

This document reports the work developed within the scope of the NI-
IAA (Núcleo de Investigação em Inteligência Artificial em Agricultura),
project co-promoted by the company Agroinsider[1]. In this regard, we
created a Sentinel-2 image scene classifier, and used the developed clas-
sifier over the corn parcel images to recognize atmospheric distortion.

1https://ec.europa.eu/info/food-farming-fisheries/
key-policies/common-agricultural-policy/cap-glance_en

2 Developed Work
The health of plants can be determined by their biophysical parameters
and can be measured by spectral information gathered using remote sens-
ing. The physiological changes (due to crop stress) lead to a change in
the spectral reflection/emission characteristics [8]. This observation of
the stress factor during crop growth using, for example the Normalized
Difference Vegetation Index (NDVI) [11] is a necessary stage to know the
probable loss of production. NDVI values are affected by multiple fac-
tors such as available soil moisture, date of planting, air temperature, day
length, and soil condition [9].

2.1 Study Area
With the help of Agroinsider, we acquired 170 (5 days apart) Sentinel-2
images from 05-01-2017 to 03-08-2019 of ten corn parcels from Alentejo
region between (37◦56’29.13" N , 8◦22’21.95" W) and (37◦55’32.44" N,
8◦21’02.23" W) coordinates. Figure 1 shows the corresponding 2D image
of the ten corn parcels (referred as parcel-1 to parcel-10 onwards).

Figure 1: Ten Corn Parcels from Alentejo Region.

Figure 2 shows the mean NDVI Value from 05-01-2017 to 03-08-
2019 for parcel-12. In it, the presence of atmospheric disturbance can be
observed as sudden dips in the NDVI values, supported by the fact that it
is not possible to lose crop growth and regain it within a range of 5 days
(the observation cycle time). To calculated mean NDVI, for each point
in the parcel, NDVI was calculated using equation 1, and the overall sum
value was divided by the total number of points. Here, NIR means Near
Infra-Red (Band 8) and RED is Band 4.

NDV I = (NIR−RED)/(NIR+RED) (1)

2.2 Scene Classification and Results
Holstein [4] created a database of manually labeled Sentinel-2 spectra.
The database consists of images acquired over the entire globe and com-
prises 6.6 million points from 60 different products classified into six
classes as clear-sky, cloud, cirrus, shadow, snow, and water. The database
is described by 4 attributes: product_id, latitude, longitude and class.
To build a classifier, we extended this database adding corresponding
Sentinel-2 13 bands values and, for comparison purposes, Sen2Cor scene
classification. The final structure of the database is detailed in Table 1.

Instead of using standard train_test_split from Scikit-Learn library [5],
we selected 59 products for training, and 1 for testing. The main reason
to split the dataset in this way was to make sure that the knowledge about

2The same can be replicated to rest of parcels.
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Figure 2: Mean NDVI Value for parcel-1 from 05-01-2017 to 03-08-2019.

Header Column Value
Product ID 1 Column (78 character string)
Coordinates 4 Columns (latitude, longitude, east and, north)
Bands 13 Columns (Band 1 to 12 and 8A)
Tagged Class 1 Column (Manual tagged class value)
Sen2cor - SCL 1 Column (Scene classification class value)

Table 1: Structure of Final Dataset.

a region is not essential to classify that region. This reasoning enables us
to pose the following question: will the system be able to classify it with
good performance a new, non seen product? To evaluate this, it would be
interesting to pick a complete region as a test set while all the rest of the
points compose the training set. We replicated this procedure for each of
the 60 products (use 1 for test and the rest 59 for train). We present the
average F1 results. Equation 2 calculates the average F1 value (over 60
products) for each class where F1p is the F1 value of the particular class
within the product p. Np is the number of points of the class within the
product p, T is the total number of points of the class for all products and
p ∈ (1,60) is the number of products.

F1 =
60

∑
p=1

(
F1p×Np

)
÷T with T =

60

∑
p=1

Np (2)

We used the Scikit-Learn library implementation of Decision Tree
(DT), Random Forest (RF) and Extreme Trees (ET) algorithms. The ob-
tained results were compared with the Sen2Cor algorithm. Table 2 details
the results. These results show an F1 average value of 76.77% over all
classes (using Extreme Trees), an improvement over 10% when compared
to Sen2Cor F1 average value of 66.40%.

Class DT RF ET Sen2Cor Support
Clear-sky 63.29 72.3 74.16 64.96 1694454 (25.56%)

Water 63.81 73.4 76.69 80.73 1071426 (16.16%)
Shadow 53.98 63.96 61.45 50.57 991393 (14.96%)
Cirrus 47.58 56.63 42.97 24.08 956623 (14.43%)
Cloud 65.25 75.08 75.33 75.04 1031819 (15.57%)
Snow 74.67 84.90 87.00 61.40 882763 (13.32%)
F1avg 67.95 76.43 76.77 66.40 6628478 (100%)

Table 2: F1 values of ML algorithms and Sen2Cor.

Using the developed Extreme Tree model, the new, unseen optical
images (with 13 bands) of the ten parcels mentioned in Subsection 2.1
were classified as no atmospheric disturbance image (clear-sky) or image
with disturbance (cloud, shadow, snow, and water coverage). Here, each
point within the parcel was classified using the model ET model built,
resulting in a value between 0 if all points were classified as clear sky and
1 when all points were classified as atmospheric disturbance. Figure 3
presents the calculated disturbance over dates 14-06-2017 to 01-12-2017,
with red line for the ET model and blue line mean NDVI. These results
sync with sudden dips of the NDVI values supporting the claim of the
presence of atmospheric disturbance in the optical image.

After analyzing Figure 3 closely, the authors would like to state that
’NDVI value is not the sole parameter to find disturbance’. This claim
is supported by Figure 3 as on 08, 13, and 18 Aug’17, the mean NDVI
ranges from 0.78 to 0.68 (a drop) to 0.76 but the value of atmospheric
disturbance remains 0.0.

3 Conclusion
From our experiment results (Table 2), RF and ET are comparatively pro-
viding equivalent results and outperforming Sen2Cor by 10% F1 measure
for image scene classification over a specific dataset composed by 6.6M

Figure 3: Parcel-1: Mean NDVI and Atmospheric Disturbance Identifica-
tion by ML (over dates 14-06-2017 to 01-12-2017).

entries acquired from 60 different products. Further, the results in Figure 3
support our claim: the ML model presented in this work is applicable as
a base tool to identify the existence of clouds, shadows, snow, and wa-
ter coverage over agriculture farmland images acquired using Sentinel 2
optical satellite. As a result, classified parcel images will help to prevent
false surface reflectance information and allow the use of selected optical
images for forecasting harvest dates, yield estimation, and manufactur-
ing control. Given that the train ML model is over 60 different products
acquired over the entire globe comprises 6.6 million points, the author
expects similar results of identifying atmospheric disturbances over dif-
ferent crops.

As future work, we would like to: (1) manually label individual data
points for each parcel as (0 or 1) atmospheric disturbance and, (2) com-
pare the performance of the ML method to Sen2Cor over each parcel.
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Abstract 
Cultural ecosystem services (CES) result from the interactions between humans 

and nature, contributing to people’s physical and mental well-being.  Most social 
media content analyses considered in the context of CES are based on the manual 

classification of photos or texts shared by social media users. Inevitably, the 

manual classification of big photographic data is too time consuming and costly, 
particularly when it comes to large study areas and audiences. In this work we 

studied automated image classification techniques using deep learning approaches 

to address CES. 

1 Introduction 

Nowadays, computer science and related fields have been highly 
invested in the use and combination of methods that incorporate social 
media analytics [1]. Social media platforms represent a very significant 
fraction of all the available digital data, constituting an efficient method 
to collect big data that provide information on people’s interactions with 
each other and with their environment [2]. Fast improvements in 
computational power and data storage capacity during the last years have 
motivated the emergent fields of Digital Conservation, iEcology and 
conservation culturomics [3]. These disciplinary fields refer to the use of 
digital (big) data and technology to understand human-nature interactions 
and to provide evidence in favour of nature conservation and of the 
sustainable management of ecosystems [4]. Among these human-nature 
interactions are cultural ecosystem services (CES), which constitute the 
non-material benefits that people can experience from nature, such as 
recreation and ecotourism, as well as those pertaining to spiritual, 
religious, aesthetic or heritage values, among others [5].  

An approach that combines different data from social media with 
advanced analytics, besides spatial analysis, remains underexplored in the 
context of CES assessment. Thus, the investment in methods that can 
identify features of ecosystems and nature through the content analysis of 
shared photos (or text), can constitute an asset to support the evaluation 
of CES, particularly, related to aesthetics and recreation or ecotourism 
[6]. Lee et al., for example, proposed a method for analysing large 
amounts of social media photographs, as well as to derive indicators of 
socio-cultural usage of landscapes, through cluster detection with 
Convolutional Neural Networks (CNNs) [7]. This project aims to develop 
an automated classification of social media photographs that can be useful 
for CES evaluation and for providing innovative solutions to the scientific 
community. Specifically, this study aims to answer the following 
questions: (1) can deep learning algorithms be developed to support an 
automated classification of social media photographs in the context of 
CES? and (2) how can those algorithms and models be improved so as to 
promote statistically reliable image classifications? To achieve this, deep 
learning algorithms are developed and tested, more specifically CNNs 
and transfer learning strategies are applied to the classification of digital 
photographs of the “Peneda-Gerês” protected area (Northern Portugal) 
obtained from the social media platforms Flickr and Wikiloc.  

2 Methods 

2.1 Image classification methodology 

We performed a classification of the content of photographs from the 
protected area “Peneda-Gerês” (Northern Portugal), that were withdrawn 
from the Flickr and Wikiloc social media platforms, specifying a time 
window of 2003-2017 (1778 images in total). This classification was 
based on “Nature” and “Human” labels (Figure 1). To achieve that, two 
different CNNs architectures were implemented, the VGG16 and the 
ResNet152, in order to verify the most appropriate and suitable for our 
study. 

The proposed image classification methods were evaluated over the 
dataset using a 5-fold-cross validation method, following the literature 
and taking into account the computational resources and the running time. 

The considered performance metrics (accuracy, sensitivity, specificity, 
and F1-score) were computed as the mean of the performance metrics 
obtained over the 5 different folds. During training, in each of the 5 folds, 
10% of the training data was retained to perform model validation, in 
order to determine the training parameters that guaranteed the highest 
accuracy over the validation set. 

Since we are coping with a small dataset, in order to improve the 
generalization of the model and avoid the overfitting, transfer learning 
and data augmentation schemes were considered. 

 
 
 
 
 
 
 
 
 
 

 

Figure 1: Examples of images belonging to the Nature and Human labels. 

a) Nature, b) Human. 

2.2 CNN architectures and transfer learning 

The VGG16 and ResNet152 were the chosen CNNs architectures. For 
both CNN architectures, three different sets of weights were considered: 
(1) weights obtained by training over the dataset “Places365”, (2) weights 
obtained by training over the database “ImageNet” and (3) weights 
obtained by training the networks from scratch. 
The Places365 dataset is the latest subset of the database Places, 
comprising around 1.8 million scene photographs of different places, 
labelled with 365 scene semantic categories, including photographs with 
similar elements to the ones under study. The ImageNet database 
constitutes a large-scale hierarchical image database, that has several 
applications in the broadest areas, comprising more than 14 million 
cleanly annotated images spread over around 21,000 categories. Both 
databases were selected due to their freely available online resources 
(weights and models).  

Regarding the details of the transfer learning strategy implemented, 
all the convolutional layers were kept frozen when training over our 
dataset, while the remaining 3 (for VGG16) and 1 (for ResNet152) fully 
connected layers were trained with our dataset. Moreover, for both 
architectures, an additional dense layer with 128 units and a rectifier linear 
unit activation function was also included (to allow better fit of the 
model/network to the classification task) before the output layer, which 
was modified in order to have 2 units.  

Regarding the training details, both networks were trained using the 
Adam optimizer. For VGG16, the best performance was verified when 
considering a learning rate of 0.000001 while, for ResNet152, it was 
0.0001 the most accurate learning rate. Also, it was observed that, for 
VGG16, the model accuracy and loss had fully converged after 50 epochs, 
having been decided, because of that, to use only 50 epochs to build the 
VGG16 model, as well as the ResNet152 model, due to computing 
resource management. 

2.3 Data augmentation 

Regarding data augmentation, 5 transformations (including horizontal 
flip, width shift, height shift and zoom) were implemented individually 
for each of the images in the training set. The images in the validation set 
were not included in this process, in order to avoid biased results. The 
total number of transformations applied to each photograph (5 per image) 
was selected taking into account the overall running time of the algorithm, 
as well as the available computational memory.  
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3 Results 

3.1 Nature vs. Human classification 

When comparing the two transfer learning scenarios and the weights 
obtained by training only over our dataset (Figure 1), it was observed that, 
ImageNet had, overall, a higher accuracy for the two architectures under 
study (86.11 vs 87.18), followed by Places365 and weights trained only 
with our dataset, with the exception of Places365 in VGG16, that resulted 
in an equally high accuracy (87.01). Also, it was verified that, for 
Places365, VGG16 had a better performance when compared to 
ResNet152 (87.01 vs 86.00), while for the remaining scenarios, 
ResNet152 model was more accurate than the one for VGG16. 

 

Figure 1: Accuracy of the VGG16 and ResNet152 model performance for 

the two transfer learning scenarios and the weights from scratch. 

Considering sensitivity (Figure 2), it was verified that ImageNet had, 
overall, better results for the two architectures under study (86.71 and 
86.78), followed by Places365 and weights trained only with our dataset, 
with the exception of Places365 in VGG16, that resulted in a higher 
sensitivity value (88.48). Likewise, it was observed that ResNet152 had 
slightly finer sensitivity results when compared to VGG16, except for 
Places365, where VGG16 showed the best result (88.48 vs 83.40). 

 

Figure 2: Sensitivity of the VGG16 and ResNet152 model performance 

for the two transfer learning scenarios and the weights from scratch. 

For specificity (Figure 3), it was observed that Places365 had finer 
specificity results for the two architectures under study (85.54 and 88.46), 
followed by ImageNet and weights trained only with our dataset. 
Similarly, it was verified that ResNet152 had better specificity results 
when compared to VGG16, for all the scenarios under study. 

 

Figure 3: Specificity of the VGG16 and ResNet152 model performance 

for the two transfer learning scenarios and the weights from scratch. 

Considering the F1-score (Figure 4), it was verified that ImageNet 
had slightly better F1-score results for the two architectures under study 
(86.53 and 87.44), followed by Places365 and weights trained only with 
our dataset. Also, it was observed that ResNet152 had finer F1-score 

results when compared to VGG16, except for Places365, where VGG16 
showed the best result (87.53 vs 85.89). 

 

Figure 4: F1-score of the VGG16 and ResNet152 model performance for 

the two transfer learning scenarios and the weights from scratch. 

4 Discussion and Conclusions 

When comparing the two considered transfer learning scenarios and 
the weights obtained by training only over our dataset, it was expected 
that the model implemented with the Places365 weights would have a 
finer performance than the other two (with ImageNet weights and weights 
trained only with our dataset), since all the photographs contained in this 
dataset are exclusively related with landscapes and places in general, 
constituting the database that most resembles our dataset. Perhaps 
surprisingly, this was not the case for both VGG16 and ResNet152, as 
ImageNet was undoubtedly the database where the two transfer learning 
scenarios achieved better results. A possible explanation for this behavior 
can reside in the observation that deep learning models achieve more 
accurate results when trained in the presence of large datasets. In fact, 
ImageNet, by containing a larger number of photographs (more than 14 
million) than Places365 (around 1.8 million), has led to a better 
performance of the model. Also, ImageNet contains a greater diversity of 
images that seems to contribute to a better generalization of the model. 

The results showed that deep learning methods can offer significant 
contributions to assist in CES evaluation. Future work will focus on the 
improvement of the robustness of these models against scarcely labeled 
data via the use of semi-supervised approaches by leveraging autoencoder 
architectures and generative adversarial networks. 
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Abstract

Human epidermal growth factor receptor 2 (HER2) evaluation commonly
requires immunohistochemistry tests on breast cancer tissue, in addition to
the standard haematoxylin and eosin (H&E) staining. Additional costs and
time spent on further testing might be avoided if HER2 overexpression
could be inferred from H&E slides, as a preliminary indication of the IHC
result. We propose a framework that separately processes H&E slide tiles
and outputs an IHC label for the whole slide. The network was trained on
slides from the HER2 Scoring Contest dataset (HER2SC) and tested on
two disjoint subsets of slides from the HER2SC database and the TCGA-
TCIA-BRCA (BRCA) collection. The proposed method attained 83.3%
classification accuracy on the HER2SC test set and 53.8% on the BRCA
test set. Although further efforts should be devoted to achieving improved
performance, the obtained results suggest that it is possible to perform
HER2 overexpression classification on H&E tissue slides.

1 Introduction

Breast cancer (BCa) is the most commonly diagnosed cancer and the lead-
ing cause of cancer-related deaths among women worldwide. However,
over the most recent years, despite the increasing incidence trends, the mor-
tality rate has significantly decreased. Among other factors, this results
from better treatment strategies that can be delineated from the assessment
of histopathological characteristics [1, 2].

The analysis of tissue sections of cancer specimens obtained by biopsy
commonly starts with haematoxylin and eosin (H&E) staining, which
is usually followed by immunohistochemistry (IHC), a more advanced
staining technique used to highlight specific protein receptors, such as the
HER2 [3]. In fact, the overexpression of HER2 is observed in 10%–20%[4]
of BCa cases and has been associated with aggressive clinical behaviour
and poor prognosis [5]. However, these cases have a better response to
targeted therapies and consequent improvements in healing and overall
survival [5].

The current guidelines [6], revised by the American Society of Clini-
cal Oncology/College of American Pathologists (ASCO/CAP), in 2018,
indicate the following scoring criteria for HER2 IHC:

– IHC 0+: no staining or incomplete, faint/barely perceptible mem-
brane staining in 10% of tumour cells or less;

– IHC 1+: incomplete, faint/barely perceptible membrane staining in
more than 10% of tumour cells;

– IHC 2+: weak to moderate complete membrane staining in more
than 10% of tumour cells;

– IHC 3+: circumferential, complete, intense membrane staining in
more than 10% of tumour cells.

Moreover, cases scoring 0+ or 1+ are classified as HER2 negative,
while cases with a score of 3+ are classified as HER2 positive. Cases with
score 2+ are classified as equivocal and are further assessed by in situ
hybridization (ISH), to test for gene amplification [6].

Despite the efficiency of IHC and ISH, the additional cost and time
spent on these tests might be avoided if all the information needed to
infer the HER2 status could be extracted only from H&E slide, as a
preliminary indication of the IHC result. However, to the extent of our
knowledge, the task of predicting HER2 status on H&E slides has not yet
been addressed in the literature, except for a recent challenge1.

1ECDP2020 HEROHE Challenge: https://ecdp2020.grand-challenge.org

2 Methodology

The proposed method (Fig. 1) comprises a CNN, pre-trained for the task of
HER2 scoring of IHC tiles. The pre-trained parameters are then transferred
to the task of HER2 status prediction on H&E tiles, to provide the network
with some knowledge of the tissue structures’ appearance. Individual tile
scores are then combined in a single label for the whole slide.

2.1 Data Preprocessing

For the IHC slides of classes 2+ and 3+, the preprocessing begins with au-
tomatic tissue segmentation with Otsu’s thresholding obtaining the regions
with more intense staining, that correspond to the HER overexpression
areas. For slides of classes 0+ and 1+, the segmentation consists of simple
removal of pixels with the greatest HSV value intensity, corresponding to
background pixels, which do not contain essential information to the prob-
lem. These processes, which are performed at 32× downsampled slides,
return the masks used in tile extraction. Tiles with size 256× 256 are
extracted from the slide with original dimensions (without downsampling),
provided they are completely within the mask region. These tiles are con-
verted from RGB to HSL colour space, of which only the lightness channel
is used. Each tile inherits the class from the respective slide (examples in
Fig. 2a–d), turning the learning task into a weakly-supervised problem.

According to the ASCO/CAP guidelines for IHC evaluation, the diag-
nosis is performed based only on the tumoral region of the slides. Hence,
the preprocessing of H&E slides begins with an automatic invasive tissue
segmentation with the HASHI method [10, 11]. The segmentation mask
is then used to generate H&E tiles (example in Fig. 2e), extracted and
processed according to the abovementioned methodology.

2.2 IHC Tile Scoring & H&E Slide Classification

The CNN architecture for the IHC tile scoring consists of 4 convolutional
layers (16, 32, 64 and 128 filters, respectively, with ReLU activation).
The first layer has a 5×5 kernel, while the remaining have 3×3 kernels.
Each convolutional layer is followed by a pooling layer (a max-pooling
function without overlap, with kernel 2×2). The network is topped with
three fully-connected layers, with 1024, 256, and 4 units, respectively.
The first two have ReLU activation, while the third is followed by softmax
activation for the output of probabilities for each class.

The network parameters pre-trained with IHC tiles were used as ini-
tialization for HER2 status classification on H&E tiles. To achieve a single
prediction per tile instead of four, as it was initially trained for on the IHC
setting, a soft-argmax activation [12] replaces the softmax activation.

The output scores are then sorted from 3+ to 0+ and the tiles corre-
sponding to the 15% highest ones are selected for the aggregation process.
This percentage was chosen to limit the information given to the aggrega-
tion network, while still including and barely exceeding the reference 10%
of tumour area considered in the HER2 scoring guidelines.

The score aggregation is performed by a multilayer perceptron (MLP),
composed of 4 layers, with 256, 128, 64, and 2 neurons, respectively.
All layers are followed by ReLU activation and the last one is followed
by softmax. Since the input dimension M of the MLP is fixed (we set
M = 300 to limit memory cost), for images where 15% of the number
of tiles exceeds M, they are downsampled to M using evenly distributed
tile selection. In cases where 15% of the number of tiles is lower than M,
tiles are extracted with overlap, to guarantee that M tiles can be selected.
The MLP will process these M HER2 scores and output a single HER2
status label for the respective slide.
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Figure 1: The proposed approach for weakly-supervised HER2 status classification on BCa H&E slides.
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Figure 2: Tile examples extracted from IHC 0+ (a), IHC 1+ (b), IHC 2+
(c), IHC 3+ (d), H&E (e) slides. Examples extracted from [7, 8, 9].

3 Data & Training Details

The dataset is composed of subsets of slides from two public datasets:
the HER2 Scoring Contest (HER2SC) training set [7] and the TCGA-
TCIA-BRCA (BRCA) collection [8, 9]. The HER2SC training set (with
available labelling) comprises slides of 52 cases of invasive BCa stained
with both IHC and H&E. The subset from the BRCA dataset includes 54
H&E slides. All slides have the same original resolution and are weakly
annotated with HER2 status (negative/positive) and score (0+, 1+, 2+,
3+), obtained from the corresponding histopathological reports. The
training and validation sets, used for the IHC model parameter tuning and
optimization, have 40 and 12 slides, respectively, corresponding to 7591
tiles per class for training (30,364 tiles total) and 624 tiles per class for
validation (2496 tiles total), to keep a class balance.

The hyperparameters used during training were empirically set to max-
imize performance. The CNN model for IHC tile scoring was randomly
initialized and trained using the Adaptive Moment Estimation (Adam)
optimizer (learning rate of 1× 10−5), to minimize a cross-entropy loss
function, during 200 epochs, with mini-batches of 128 tiles. The soft-
argmax used a parameter β = 1000. The aggregation MLP was also
trained using the Adam optimizer, with learning rate of 10−5 for 150
epochs and mini-batches of 1 slide (consisting of soft-argmax scores of
the respective 300 tiles), saving the best considering validation accuracy.

4 Results and Discussion

After training, the IHC model offered 76.8% accuracy. This indicates
that the model was able to adequately discriminate against the IHC tiles
between the four classes.

On the HER2SC test set, this method achieved a weighted accuracy of
83.3% and a F1-score of 86.7% (see Table 1). Despite the small size of
this test set, the proposed method was able to correctly classify all positive
slides and only misclassify one negative sample as positive. In this context,
one might consider this a desirable behaviour, as false positives are less
impactful than false negatives.

Table 1: H&E HER2 status classification results of the proposed method.
Accuracy F1-score Precision Recall

HER2SC 83.3% 86.7% 89.6% 87.5%
BRCA 53.8% 21.5% 81.2% 31.5%

When tested on the BRCA test set, this method achieved a weighted
accuracy of 53.8% and a F1-score of 21.5% (see Table 1). The method
retains the behaviour presented in HER2SC, preferring to err on the side
of false positives than the alternative. On the other hand, the performance
metrics on BRCA differ considerably from those obtained on HER2SC.
While the method was trained on HER2SC data, which is expected similar
to the test data, the slides of the BRCA have a greater extent of tissue,
generating more tiles per image and impacting the distribution of the scores,
which may influence the method’s behaviour.

The other shortcomings of the method appear to be related to the inva-
sive tumour segmentation and the tile scoring network, which could be im-

proved with additional data and more accurate ground truth. With these ad-
ditional efforts, the proposed method could offer robust weakly-supervised
HER2 classification without IHC information.

5 Conclusions

In this work, a framework is proposed for the weakly supervised classifi-
cation of HER2 overexpression status on H&E BCa slides. The proposed
approach integrates a CNN trained for HER2 scoring of individual H&E
tiles, initialized with the network parameters pre-trained with data from
IHC images. The objective of this initialization is to transfer some domain
knowledge to the final training. The individual scores are aggregated on a
single prediction per slide, returning the HER2 status label.

The evaluation results in single-database (HER2SC) and cross-
database (BRCA) settings show the potential of the proposed method
in standard and more challenging situations, indicating that it is possible
to accurately infer BCa HER2 status solely from H&E slides.

Despite these results, further efforts should be devoted to performance
improvement. Firstly, the training of the tile HER2 scoring CNN and the
aggregation MLP could be integrated into a single optimization process.
On the other hand, the aggregation of individual scores could use tile
locations to take spatial consistency into account. Finally, the knowledge
embedded in the networks through the pre-trained parameters could be
better seized if input H&E tiles could be previously converted into IHC,
for example, using generative adversarial models.
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Abstract

This paper presents a mood estimation algorithm based on facial ex-
pressions and postures using Computer Vision and Deep Learning. This
algorithm consists in two well-known modalities within Computer Vision:
facial expression recognition and pose estimation. Such algorithm can be
useful in a wide range of applications that may benefit from feedback re-
garding the mood of a user. A specific application that estimates the mood
of a speaker during a speech was used for testing the developed software.
The obtained results are preliminary, although promising in terms of ac-
curacy.

1 Introduction

Facial expressions, postures and gestures are visible indicators that
depict someone’s feelings. However, estimating these indicators using
Computer Vision still raises many challenges. For instance, most facial
expression recognition datasets were built around posed facial expressions
and controlled scenarios. As studied in [1], it is difficult to translate the
accurate results in controlled environments into real world scenarios. A
common strategy to face this problem is to perform a meticulous data pre-
processing. Normalizing the data usually leads to a significant improve-
ment on the accuracy of Machine Learning models. Postures and gestures
are important means to express emotions and to communicate behavioral
intentions. Although some studies seem to indicate that postures and ges-
tures contribute equally for emotion recognition [2], they are not being
explored as much as facial expressions within this research problem.

The main contribution of this work was to build a multimodal algo-
rithm capable of estimating mood. An example of an application for such
algorithm is also presented: estimating the mood of a speaker. This could
also be used, for example, to diagnose mental disorders, to monitor risky
driving behaviors, to improve marketing strategies based on the estimated
people’s reaction and to improve human-computer interaction.

2 Related Work

Deep Learning based algorithms have been really popular in the last
few years. This convergence towards Deep Learning is correlated with
overall better results in several areas, and Computer Vision is no excep-
tion. Regarding facial expression recognition, several recent papers claim
to have achieved around 98% accuracy in controlled environment datasets
using Deep Learning solutions. However, this high accuracy is still not
translatable to real world scenarios. Since most facial expression recog-
nition datasets are built around controlled environments and the subjects
are asked to pose certain facial expressions, the samples are somewhat
artificial. This discrepancy can be understood in a recent paper [3]: the
proposed solution attained 98.90% accuracy when testing on the Extended
Cohn-Kanade (CK+) dataset [4], but it only obtained 55.27% accuracy on
the Static Facial Expression in the Wild (SFEW) dataset [5]. The CK+
dataset was built around a controlled environment and posed facial ex-
pressions, while the SFEW dataset was built around uncontrolled envi-
ronments. Head pose variation, different lighting conditions and posed
facial expressions are the main contributors to such discrepancy. How-
ever, there is an Emotion Recognition in the Wild Challenge (EmotiW)
that has been stimulating solutions for uncontrolled environments in facial
expression recognition. The recent winners of this challenge are mainly
building multimodal classifiers and performing face and intensity normal-
ization. They have pushed the state-of-the-art accuracy on facial expres-
sion recognition in uncontrolled environments to 63.39% [6].

Regarding pose estimation, there are several Deep Learning solutions
that are able to accurately return keypoints corresponding to the associ-
ated body parts. With these keypoints and their association through time,

it is possible to extract relevant information regarding posture and ges-
tures. The state-of-the-art pose estimation algorithms’ accuracy ranges
from 69% to 80%, reflecting some unsolved challenges of pose estima-
tion: occlusions and body parts association. PoseNet [7], which was the
used model for this work, was trained on a ResNet and a MobileNet. The
ResNet model has a higher accuracy, but its deep architecture is not ideal
for real time applications. On the other hand, the MobileNet model is
smaller, providing faster predictions but with less accuracy. In the interest
of reducing the processing time, the MobileNet version was considered
for this work. When PoseNet processes an image, what is returned is a
heatmap along with offset vectors that can be decoded to find high confi-
dence areas in the image, resulting in 17 keypoints.

3 Proposed Approach

Since real time performance was one of the goals of this work, a sim-
ple CNN was designed for facial expression recognition. Figure 1 illus-
trates the proposed CNN architecture.

Figure 1: Proposed CNN architecture for facial expression recognition.

This CNN architecture receives as input a 48 × 48 grayscale image
since facial expression recognition models tend to perform better for this
resolution and higher [8]. The rest of the architecture is standard, consist-
ing of two convolutional layers, two max-pooling layers, three batch nor-
malization layers and one fully connected layer with a dropout layer. The
CK+ dataset was used for training. Before the training step, the dataset
was pre-processed by applying rotation correction, cropping, intensity
normalization, histogram equalization and smoothing, respectively. Fi-
nally, the CNN was trained with the Adam optimizer. Class weights were
calculated to deal with the unbalanced data for each class. The batch size
was set to 32 and the training data was shuffled in each epoch. The train-
ing step was done for 100 epochs and the weights that presented the best
validation accuracy were saved. It is possible to observe in Figure 2 that
the proposed CNN achieved 93% validation accuracy and did not overfit.

Figure 2: Training step results of the facial expression recognition model.

Regarding pose estimation, it was implemented the pre-trained Mo-
bileNet model of PoseNet as mentioned in Section 2. As a potential ap-
plication for the developed software, estimating the mood of a speaker
was considered. Being confident during a speech is often correlated with
a good understanding of the topic. A study suggests that having an ex-
pansive body posture is often correlated with dominance, power and con-
fidence, while not having an expansive body posture often reflects low
self-esteem and apprehension [9]. Therefore, in this work, the expansive-
ness of a speaker is estimated from the keypoints returned from PoseNet.
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It is possible to estimate the expansiveness of a speaker by calculating
a ratio between the occupied area [10] and the minimum area that the
speaker could be occupying. It can be calculated as follows:

Amin = |KY max−EY min|× |SXmax−SXmin| (1)

Acurrent = |KY max−KY min|× |KXmax−KXmin| (2)

Aratio =
Acurrent

Amin
(3)

Where E represents the eyes keypoints, S represents the shoulders
keypoints, K represents the minimum and maximum keypoints and A rep-
resents the area of the bounding box. The minimum area ratio is 1 and the
maximum area ratio was truncated to 5. Regarding the facial expression
recognition model, it returns one of the six basic emotions (anger, disgust,
fear, happiness, sadness, surprise) or the neutral expression.

4 Results and Discussion

A 1-minute segment of a speech given by Professor António J. R.
Neves in TEDxAveiro 2019 was used for testing the developed software.
When processing the segment with the facial expression recognition model,
it was observed that the facial motion of the speaker when he was giv-
ing the speech, mainly mouth movement and head pose variation, con-
tributed to some false positives. During the whole segment, the speaker
presented a neutral expression, however the facial expression recognition
model only detected that expression 50% of the times. This confirms the
challenge of uncontrolled environments in facial expression recognition
discussed in Section 2. Figure 3 illustrates some false positives triggered
by the mouth of the speaker combined with different head poses.

Figure 3: False positives of the facial expression recognition model. From
left to right: anger, disgust, fear, happiness, sadness and surprise.

Regarding pose estimation, the segment was successfully processed
with PoseNet, which returned the necessary keypoints for estimating the
expansiveness of the speaker. Figure 4 illustrates an example of a pro-
cessed frame.

Figure 4: Processed frame from the TEDxAveiro speech segment.

The body lines represent the body parts detected by PoseNet and their
keypoints, while the bounding box represents the current area occupied
by the speaker, as discussed in Section 3. It can be observed that the
bounding box is properly drawn, taking into consideration the horizontal
extremities and the vertical extremities: KY min is the Y-coordinate of the
eyes, KY max is the Y-coordinate of the legs, KXmin is the X-coordinate of
the left elbow and KXmax is the X-coordinate of the right elbow (see Equa-
tion 2 from Section 3). During the whole segment, the speaker’s posture
was the same as Figure 4, which was not expansive. The calculated ex-
pansiveness using Equation 3 from Section 3 was 1.59.

Since the minimum expansiveness is 1 and the maximum expansive-
ness value is 5, it is possible to adapt the facial expression recognition
output to the pose estimation output. Table 1 attempts to adapt the fa-
cial expression categories to numeric values and Table 2 shows the fusion
between the facial expression and expansiveness values with proposed la-
bels.

Category Value
Negative (anger, disgust, fear, sadness) 1

Neutral (neutral, surprise) 3
Positive (happiness) 5

Table 1: Numeric values of the facial expression categories.

Fusion Label
1 Anxious
3 Comfortable
5 Confident

Table 2: Fusion between the two modalities and their labels.

Since the calculated expansiveness was 1.59 and the estimated fa-
cial expressions were 56.5% neutral, 43% negative and 0.5% positive, the
mood of the speaker can be calculated through the following Equation:

Mood =
Expansiveness+(Negative+Neutral×3+Positive×5)

2
(4)

Using Equation 4, the estimated mood was 1.87, which is some-
where between anxious and comfortable (see Table 2). This value is
reasonable since the speaker revealed that he was nervous and anxious
about the speech, but at the same time he was comfortable since he is an
expert on the topic.

The two explored modalities for mood estimation are promising, how-
ever in order to increase the trustworthiness of the developed software, it
is necessary to improve the facial expression recognition model in uncon-
trolled environments, as well as adding more relevant modalities, such as
tone of voice and movement.
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Abstract

The segmentation of MRI of the fetal brain has been emerging as a clini-
cal tool to detect abnormalities during the development of the fetus. Since
the brain is still in development, a mixture of regions of white matter, grey
matter and transition structures that are related to brain growth are still
associated with it. In this work, two versions of the K-nearest neighbour
algorithm are proposed as the core method for the recognition of different
regions of images; the first one is a refinement of the standard algorithm
and the second a reinforcing iterative version of the same method. Both
versions are used to identify 3 apriori selected regions — the brain, the
intracranial and the remaining part of the fetus body. The effectiveness
of the method has been demonstrated in a MR image segmentation that
was first pre-processed with digital filters for feature extraction. Contour
filters have also been applied to the same image. The results obtained
with the proposed segmentation procedure showed better performance
than other traditional methods.

1 Introduction

In the image processing realm, image segmentation (IS) refers to the pro-
cess of dividing a digital image into multiple regions (sets of pixels), to
simplify its representation and facilitate analysis. As a result, a set of re-
gions, or contours, is extracted from the image, where every pixel in the
same region has similar characteristics, such as color, intensity, texture, or
continuity. In biomedical engineering, the combination of magnetic res-
onance imaging (MRI) with computational techniques warrants the de-
velopment of high interest tools for analysis of brain imaging to assist
neuro-scientists and general practitioners in the early diagnosis. MRI of
the human fetus is emerging as a clinical tool for early detection of brain
abnormalities due to its ability to evaluate morphometric measurements
of a brain in development and promises a range of new quantitative bio-
markers to be used in the clinical evaluation of pregnancy. It is factual that
fetus MRI may be corrupted by noise or blurred by the movement of the
fetus during the examination. As reported in [4], the anatomy of the devel-
oping fetal brain is significantly idiosyncratic, in terms of both geometric
and underlying tissue morphology, as it consists of a mixture of white
matter, gray matter, and transitory structures related to brain growth. The
segmentation of the fetus has been extensively studied by several authors
over the years and several methods are described for this type of study.
In [5], the construction of an atlas with 10 isotropic images is proposed
as a first method. A second method is the construction of a simple atlas
based on a segmentation that aims to find the transformation between the
atlas and the target low-resolution images. Following a similar methodol-
ogy, [1] put labels on the atlas to specify different structures of the brain,
since these are usually used as a paradigm for automatic segmentation al-
gorithms. In this paper, the fetal brain is segmented through neighbouring
characteristics using the K-nn algorithm [2]. It distinguishes different re-
gions automatically as well as structures that are present in the acquired
MR images. In our case study, these regions are the brain, the uterus, and
partial body. The remainder of the work is organised as follows: Image
acquisition and pre-processing are explained in Section 2. The K-nn Al-
gorithm is described in Section 3. The application of the K-nn algorithm
and respective results can be found in Section 4. Section 5 concludes the
paper and withdraws some directions for future work.

2 Image acquisition and pre-processing

Digital image processing (DIP) refers to the manipulation of digital im-
ages through processing methods able to make it more clear or removing

Figure 1: Selected atlas image. The yellow boxes outline the local re-
gions: brain, intracranial space and partial fetal body.

noise and other artifacts. Sometimes, DIP is also used to highlight cer-
tain characteristics as contours or textures. In this work, test images are
downloaded from [3], where one can find several kinds of fetus MRI as
the test image shown in Fig. 1. Once the image is uploaded, three square
regions of the image are identified as sample sub-images — the brain, the
intracranial space and the partial fetal body — whose respective pixels
are taken as training data, belonging to the training set (TS). In this work,
DIP algorithms are used to provide some local features of the image to
the modified K-nn algorithm, which it trying to recognise regions of the
image with similar characteristics. The algorithm input are the data fea-
tures of a circular region around every pixel and the output are the results
of two categorical filters: (1) low-pass filters: the mean, the median and
the variance; (2) edge or contours operators: Sobel, Canny, Prewitt and
the "Laplacian of the Gaussian Operator". In the processing of the image
of Fig. 1, low-pass filters were used to measure the mean properties of a
local region of the image, since they produce a smoothed image as result.
In particular, median filters can reduce image noise without blurring the
image contours. This type of filter is specially suited for removing impul-
sive noise that appears in limited regions of the image. Additionally, the
variance filter provides for the information variation contained in the lo-
cal image region, which is important for distinguishing textures and some
kind of patterns. The variance is calculated around each pixel as:

Vari j =
1
n ∑
(r,s)∈Ri j

(
Ir s− Īi j

)2
, (1)

where Irs is the intensity of pixel–(r,s) of the image contained in vicinity
Ri j and Ii j is the mean value of the intensity of all the pixels in Ri j. Vari j
is the variance of the circular region Ri j centred at pixel–(i, j) and with
cardinality n. The result of everyone of these filters is shown in Fig. 2.
Regarding contour filters, the best results where obtained with Canny,

Figure 2: (a) Media filter; (b) Variance filter; (c) Median filter;
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since the contours of the brain, intracranial space, and the fetal body are
all clearly expressed and highlighted. The image filtered by the Canny
operator is one component of the input vector of the K-nn algorithm and
is also used to validate the border of the regions of interest identified by
our algorithms. The other components of the input vector are the mean
(or median) and variance images.

3 K-nn Algorithm

The K-nn algorithm is a non-parametric method for classification and
regression whose input are the closest training examples in the feature
space. The output of the algorithm when is used for classification, that is
the case here, is an association to one or several classes, i.e., an object is
classified by a plural vote of its neighbours and then assigned to the most
common class among its closest neighbours. Neighbours are taken from a
set of objects for which the class is known, the TS. The algorithm approx-
imates the functions locally, and the entire calculation is deferred until
the function is evaluated. Since this algorithm depends on the distance
used in the classification task, the normalization of the training data can
significantly improve its accuracy. A useful technique may be to assign
weights to the neighbours, which gives a larger contribution of the closest
neighbours to the average. In K-nn algorithm, K is a user-defined constant
of the number of nearest neighbours. When K = 1 the algorithm is known
as the nearest-neighbour algorithm. The training examples are vectors in
a multidimensional feature space, each with a class label. The training
phase of the algorithm consists only in storing the features’ vectors and
class labels of the training samples. Suppose we have a set of n pixels, ev-
eryone with a d-dimensional feature vector, Xi ⊂ T S ∈ IRd , i = 1, · · · ,n.
These are classified and partitioned into c–classes, where Yi is the class
label value of the ith sample, Yi ∈ Nc

1 = {1,2, · · · ,c}. An unlabelled vec-
tor is classified by assigning to it the label which is most frequent among
its K nearest neighbours belonging to TS. Consider some norm ‖·‖ on
IRd , e.g. Euclidean distance, Hamming distance, Manhattan distance or
Minkowski distance, and a non-classified pixel of index k with features
vector Xk ⊂US (Unlabelled Set). Hence, let a sequence of ordered pixels
of TS, such that

∥∥∥XI(1)− xk

∥∥∥≤
∥∥∥XI(2)− xk

∥∥∥≤ ·· · ≤
∥∥∥XI(K)− xk

∥∥∥, where
I is the list of indices of the K nearest neighbours training pixels. The
classification of point k is done by the majority vote of its K neighbours.

The score value is Vik =
K
∑

j=1
ui,I( j)wI( j),k, where k-point belongs to the ith

class. uir is the membership value of the r training point that belongs to
the ith class (e. g. uir = 1 if Yr = i and uir = 0 otherwise). w jk is the
weight of every jth nearest-neighbours. Finally, the class with most votes
is taken as the prediction, i.e., Yk = i when Vik > V jk,∀i 6= j. The quality
of the classification of the unmarked samples Xk will be better if the result
of the vote is concentrated in a certain class, by expressive majority vot-

ing. This measure is the certainty belief factor (CBF): Sik =V α
ik /

c
∑

j=1
V α

jk ,

where α is a shape parameter. This measure can be see as a confidence
value of the classification process. Values of S close to 1 reveal high level
of confidence and express goodness of the classification.

4 Application of K-nn algorithms and results

Two distinct versions of K-nn algorithm are implemented. First, the seg-
mentation of the brain image is done in a non-iterative way by a plain
K-nn algorithm. In a second version (RK-nn), an iterative version of the
algorithm reinforces the classification process. In every iteration, the pix-
els with lower CBF are rejected and not classified, and pixels with higher
S-value are added to the TS in the next iteration. Also, TS pixels with
lower mean weight values are discarded from the TS. Then, at the new
iteration, the non-classified points are subject to a new classification pro-
cess. Both algorithms were tested on the same image and training data,
with K = 50. The components of the input vector X are the mean and vari-
ance intensity of a circular region centred in the each pixel and the value
of the contour filter. For the RK-nn, the threshold value for inclusion or
rejection to/from TS are, respectively, 0.8 and 0.2.The results obtained
with the first version are shown in Fig. 3: brain (1), intracranial space (2)
and partial fetal body (3). All pixels of the image are classified into these
three classes. However, pixels that belong to the border regions or edges
of structure have low levels of CBF. In the second version, the method

Figure 3: Non-iterative version: Segmentation into (1) brain; (2) intracra-
nial space;(3) partial fetal body.

terminated at the 3rd iteration. For the specified threshold values, 50% of
the pixels were well classified in first iteration, 12.1% in the second and
the remaining pixels in the last one. The results are shown in Fig. 4, where
white zones represent high membership value of the image region to the
class. Black regions represent no pixels in the class. With this version,
the confidence results of the classification process improved around 20%
for the well classified pixels.The results obtained with both versions of
the algorithm were compared with the K-mean clustering algorithm and
other K-nn algorithms and showed better confidence results.

Figure 4: Iterative version: Segmentation into 1) brain; (2) intracranial
space;(3) partial fetal body.

5 Conclusion and future work

In this work, two versions of the K-nn algorithm were used for segmenta-
tion of an fetus brain MRI. The first version is a modified version of the
standard algorithm and the second is an iterative version of the first. Both
algorithms produced good results to determine sub-regions of the image,
although the second one presented a higher confidence value. Besides the
good results already obtained, the performance of both versions of the
method can be improved by taking other features of the images as input
of the K-nn classifier. The presented study illustrates the capabilities of
the this type of methods to support obstetricians and general practitioners
to assess the fetus and, in particular, its brain.

References

[1] A. Makropoulos, S. Counsell and D. Rueckert. A review on automatic
fetal and neonatal brain MRI segmentation. NeuroImage, 170:231–
248, 2017.

[2] T. Cover and P. Hart. Nearest neighbour pattern classification. IEEE
Transactions of Information Theory, IT-13 (1):21–27, 1967.

[3] D. Levine et al. Compedium of fetal MRI @ONLINE, 2002. URL
http://radnet.bidmc.harvard.edu/fetalatlas/
atlas.html.

[4] P. Habas et al. Atlas-based segmentation of the germinal matrix from
in utero clinical mri of the fetal brain. volume 11, pages 351–8,
February 2008.

[5] S. Tourbier et al. Automatic brain extraction in fetal mri using
multi-atlas-based segmentation. In Sébastien Ourselin and Martin A.
Styner, editors, Medical Imaging 2015: Image Processing, volume
9413, pages 248 – 254. International Society for Optics and Photon-
ics, SPIE, 2015.

2

Proceedings of RECPAD 2020 26th Portuguese Conference on Pattern Recognition

52



Direct Georeferencing of Fire Front Aerial Images
using Iterative Ray-Tracing and a Bearings-Range
Extended Kalman Filter

Bernardo Santana2

bernardo.santana@tecnico.ulisboa.pt

Alexandre Bernardino1

alex@isr.tecnico.ulisboa.pt

Ricardo Ribeiro1

ribeiro@isr.tecnico.ulisboa.pt

1 Institute for Systems and Robotics
Instituto Superior Técnico
Lisbon, Portugal

2 MSc Student,
Instituto Superior Técnico
Lisbon, Portugal

Abstract

This paper discusses the design and implementation of the Iterative Ray-
Tracing algorithm for forest fire georeferencing using aerial imagery, a
Global Positioning System (GPS), an Inertial Measurement Unit (IMU)
and a Digital Elevation Model (DEM). Taking into account that measure-
ment errors are amplified by the target distance, an Extended Kalman
Filter (EKF) is proposed to filter multiple observations of the same ob-
ject of interest. This filter extracts the bearings and range information
from the geometric relation between the target and the camera in a local
coordinate system. A performance comparison is done with a Cubature
Kalman Filter (CKF) considering possible linearization errors induced by
the EKF.

In order to validate the georeferencing and filtering algorithms, an
experiment was conducted. A mobile phone was used to acquire GPS,
IMU and 14 images of a target. An average position error of 74.483m was
obtained at an average distance of 605m. Applying the Bearings-Range
EKF and CKF reduced the error to 33.620 and 33.820, respectively.

1 Introduction

Forest fires are increasingly becoming a frequent problem in modern day
society. Their destructive potential makes them a serious concern and a
challenge for firefighting authorities.

Fire propagation models have already been studied that take into ac-
count weather variables such as wind [7] and also the terrain type [6].
However, these models usefulness is limited since no fire geolocation al-
gorithm has been developed for this purpose. Henceforth, the aim of this
work is to fill in this gap and develop a georeferencing algorithm based
on images and telemetry recorded by an aerial vehicle. This images are
assumed to be pre-processed to identify the pixels that correspond to fire.

1.1 Related Work

Forlani et al. [3] apply direct georeferencing by using the on-board Global
Navigation Satellite System with the Real-Time Kinematic option with
Structure from Motion and Bundle Adjustment. No ground control points
are used. This methodology is, however, not suitable in a forest fire sce-
nario, where the lack of differentiated texture and smoke prevents feature
extraction and matching.

Conte et al. [2] propose an image registration approach by pattern-
matching the images collected from a Micro Aerial Vehicle with satellite
imagery. Multiple measurements are taken and recursive least square filter
is applied. Similarly to [3], this technique relies on feature extraction, and
is therefore unreliable in a forest fire environment.

Ponda et al. [8] develop a Line-of-Sight Bearings-Only EKF for tar-
get localization. This requires, however, a prior knowledge of the target’s
position, which is not reviewed in that work. Xu et al. [10] propose the
same measurement model using a CKF instead, considering possible lin-
earization errors induced by the standard EKF. To determine an initial
approximation of the target’s position, the Iterative Photogrammetry (IP)
algorithm [9] is used. In spite of being efficient, the IP method can diverge
when the incidence angle is smaller than the profile inclination angle.

Leira et al. [5] propose the intersection of the optic ray with a flat
surface. This generalization, however, is not suitable in rough terrains, as
seen in [10].

Figure 1: Iterative Ray-Tracing (adapted from [9]).

2 Georeferencing Algorithm - Iterative Ray-Tracing

The proposed georeferencing algorithm is the Iterative Ray-Tracing (IRT)
[9], presented in Figure 1, and the DEM used is the EU-DEM v1.1 [1],
with a spatial resolution of 25 meters and georeferenced in EPSG:3035.
Since the purpose of this work is to output the geodetic coordinates of the
target, this map is converted to the EPSG:4326.

The IRT works by extending the optic ray with a step size until it
hits the surface. A GPS and IMU are needed to define the origin and
direction of this ray, respectively, in a local NED frame. The intersection
is detected when the point elevation is equal or smaller than the elevation
of the DEM.

Multiple upgrades were introduced in the basic IRT, including a dy-
namic step size, to increase the accuracy of the algorithm. Furthermore,
the starting iteration point was set as the intersection of the ray with the
maximum elevation of the loaded DEM. It is expected that the aerial ve-
hicles will operate at heights greater than the local terrain, and this can re-
duce the number of iterations considerably. Finally, bilinear interpolation
was implemented to refine the elevation of the queried point. Ghandehari
et al. [4] concluded in their work that for DEM’s with finer resolutions,
such has the EU-DEM v1.1, this type of interpolation achieves good re-
sults with low processing times.

3 Bearings-Range Filter

3.1 Target Dynamic Model

In this work, the target is assumed to be stationary. Therefore, its dy-
namics can be modeled by tk+1 = Φk+1|ktk +Qk, where tk represents the
target position, Φk+1|k the state transition matrix and Qk the process co-
variance matrix:

Φk+1|k =




1 0 0
0 1 0
0 0 1


 , Qk =




0 0 0
0 0 0
0 0 0


 . (1)

3.2 Bearings-Range Measurement Model

The measurement model is given by zk+1 = h(tk+1)+Rk, where zk+1 is
the new measurement, h is the non-linear measurement function and Rk
is the measurement noise covariance matrix.
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Figure 2: Bearings-Range model geometry.

h(tk+1) =




β
φ
r


=




tan−1
(

py−ty
px−tx

)

tan−1
(

pz−tz√
(px−tx)2+(py−ty)2

)

√
(px− tx)2 +(py− ty)2 +(pz− tz)2



, (2)

where β and φ are the azimuth and elevation angles, respectively, and r is
the distance between the target, t, and the aerial vehicle, p, as presented
in Figure 2.

4 Experiment

The unavailability of telemetry and imagery data from an aerial vehicle
led to the development of an alternative methodology to validate the pro-
posed algorithm. A mobile phone was used to record GPS, IMU and
image data along a pedestrian path. The natural elevation of Serra dos
Candeeiros, near Porto de Mós, Leiria, was used to capture images of a
target at a lower height, so as to simulate the overview of an aerial ve-
hicle. A total of 14 images were acquired at an average target distance
of 605 meters. For the filtering, the IRT result for the first observation is
used to initialize the filter state, t0. The initial state covariance P0 and
measurement noise covariance matrix Rk were tuned to

P0 =




202 0 0
0 502 0
0 0 12


 , Rk =




52 0 0
0 52 0
0 0 102


 . (3)

Details on the EKF and CKF algorithms can be found in [8] and [10],
respectively.

The position error is defined as ep = t− t̂, where t̂ is the estimated
target. σx, σy and σz are defined as the square root of the filter state
covariance matrix diagonal. The results of the standalone IRT, EKF and
CKF are summarized in Table 1.

Method ||ep|| [m] ||σx,y,z|| [m]
IRT 74.483 n.d.
IRT+EKF 33.620 7.2497
IRT+CKF 33.820 7.2502

Table 1: Norm of the average position error for the standalone IRT and
for the final correction of the EKF and CKF.

The IRT results presented in Figure 3 evidence a bias along the pos-
itive East direction, which then influences the estimated positions of the
EKF and CKF.

5 Conclusions

In this paper, the IRT is proposed as a georeferencing algorithm using the
EU-DEM v1.1. Expecting measurement errors from the GPS and IMU,
a bearings-range filtering algorithm was developed, with a performance
comparison between the EKF and CKF. Preliminary results using the data
collected with a mobile phone show evidence of bias susceptibility. This
may be due to the non-ideal preliminary experimental setup using a line
of sight more parallel to the ground when compared to the more vertical
one from an aerial vehicle. Furthermore, the 14 images were captured at
approximate positions, limiting the new information added to the filtering
algorithm. Still, an improvement of 41 meters is achieved on the 74 meter

Figure 3: Real and estimated target positions by the IRT, EKF and CKF
algorithms.

average position error of the standalone IRT. There is no clear advantage
in using the CKF over the EKF for this measurement model.
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Abstract

Human communication is a major field of study in psychology and social
sciences. Topics such as emergent leadership and group dynamics are
commonly studied cases when referring to groups. Group settings exper-
iments are usually studied in conversational and collaborative tasks en-
vironments in order to study the communication process in small groups.
Former study methods involved human analysis and manual annotation of
other’s behaviors in communication settings. Later studies try to replace
time consuming and failure prone annotations by resorting to computa-
tional methods.

For that purpose, we propose a multimodal approach capable of using
a broad range of nonverbal communication in a complementary way in or-
der to allow the quantification of nonverbal aspects from video data. This
paper presents a framework capable of contributing to a direct increase
in human knowledge about the human communication process, involving
data transformation processes in order to transform raw feature data into
humanly understandable meanings.

1 Introduction

Communication is a natural, omnipresent process in human lives. Since
birth, humans use signals, sounds, movements and expressions to com-
municate with others. Human communication is defined as the process of
human being’s interaction to other’s behaviors. When one thinks about
human communication, verbal communication is what comes to mind
first. This type of communication is done verbally and relies on the use
of words and phrases to convey meanings. However, information passed
during the communication process lies not only on what the sender and
receiver are transmitting verbally but also through their behavior.

For a long period of time, the human communication subject has
been studied mainly by the psychology and social sciences areas, manu-
ally classifying behaviors and annotating datasets without computational
methods involved in the process. Nowadays, there are computational
methods capable of extracting features from human communication sit-
uations, thus allowing a deeper analysis of the communication process.

The research reported in this paper aims to contribute to the study
and understanding of the human communication phenomenon. The main
objective is to create a framework grounded on a critic analysis of current
literature, on how to develop a computational system capable of quantify-
ing nonverbal aspects from video data, following a multimodal approach,
by analyzing different nonverbal features simultaneously in a complemen-
tary way, and thus broadening the analysis of the communication process
context, contributing to richer information, as the message is eventually
only understood in full when all its parts are considered.

2 Background

Researchers have defined nonverbal communication by identifying char-
acteristics that constitute it [4]. The set of signals transmitted via a par-
ticular medium or channel is called "Code". The various codes in com-
bination form the structure of nonverbal communication as known today.
This codes are often defined by the human sense or senses they stimulate
and/or the carrier of the signal [2]. Table 1 enumerates the different types
of codes along with some of the features they represent.

As the data needed to analyze human communication is multimodal
by nature, following a multimodal approach tends to achieve better results

Code Type Code Name Features

Visual Kinesics
Facial expressions; Head movements;
Eye behavior; Gestures; Posture; Gait

Auditory Vocalics or Paralinguistics
Dialect; Pitch; Tempo;
Dysfluencies; Intonation

Body Attractiveness Appearance; Adornments; Olfatics
Contact Proxemics, Haptics Space; Distance; Touch
Time Chronemics Timing
Place Artifacts Environment Objects

Table 1: Types of nonverbal communication codes and corresponding
code names and constituent features.

compared to single modalities [7], yet, the processing of multidimensional
data also constitutes a problem due to the need of large computational
power and optimized algorithms.

Multimodal studies can follow either a complementary or redundant
analysis. Complementary approaches focus on broadening the analysis
of information emitted from multiple communication channels, while re-
dundant tend to seek validation to an assumption or conclusion, using
different information from various communication features.

3 Computational Approach to the Study of Nonverbal
Communication

For a specific use case, a multidisciplinary research group, having mem-
bers from engineering and psychology backgrounds collected a custom
dataset from an experiment conducted by the Department of Psychology
of the University of Aveiro regarding the influence of conflict in group
collaborative tasks. As such, the experiment consists in two tasks, where
only in the latter, the conflict is induced.

The input data is composed of three camera sensors pointed to a ta-
ble where four subjects sit and perform LEGO construction tasks. To
limit the image processing to the relevant image regions reducing com-
putational times and unwanted artifacts, the image data is clipped to a
custom-defined region of interest, and created a method to match subjects
in different perspectives.

Considering the nonverbal codes and its features and the available
raw pose and facial features extracted from the video data, it is possible to
discard the chance of including auditory and time features, as the former
requires audio data and the latter is not relevant as each task must be done
within a specific time frame, which is monitored by the experiment staff
and thus would not provide any additional information.

There are two main elements to extract: Pose and Facial Landmarks.
There are several state-of-the-art methods for human pose and facial key-
points extraction. We use OpenPose[3] and DensePose[5] for pose ex-
traction and OpenFace[8] for facial landmarks extraction.

After the feature extraction phase, it is be possible to match nonver-
bal cues to behaviors and understand the meaning of those behaviors. By
identifying relevant features, an individual analysis of every element’s
features is done, followed by the combination of each of their correspond-
ing feature vectors in the following step.

Having extracted the feature vectors and correspondent meanings, it
was necessary to study how to quantify the nonverbal cues. Determining
metrics that apply to the specific use case is also of value to the task and
can be calculated by transforming and/or combining the extracted vectors.
This is a major step in understanding the correlation between behaviors
and the human communication process. Some of this information can also
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be presented overlaid on the original image data in order to better analyze
and understand the behavior during the communication phenomenon.

Visual features

Visual features are mainly linked to posture and positioning of the in-
volved subjects. Such features involve: Facial features, which allow the
analysis of head movement and direction and emotion related data, and
can be directly related to the level of interest of a subject in a determined
task [7, 8]. In order to quantify emotion, a naive approach based on com-
bining the activation of facial muscles was followed [9]; Body expansive-
ness, which is usually correlated to the perception of influence, power
and dominance, can be quantified as the occupied area both horizontally
and vertically by the polygon involving the furthest pose keypoint; Group
activity, as it is intended to understand how is group energy affected by
each experiment condition and if, as a consequence of the existence of
conflict in a group, habits tend to vary and how as this can be an indica-
tor of subjects’ disengagement. As a way of quantifying the activity, two
approaches were taken: Motion Energy Image as proposed by [1, 7], and
analysis of the keypoint movement between frames.

Body features

Body features are not easy to quantify based on nonverbal behavior. Stud-
ies show strong correlation between physical attractiveness, body and face
symmetry, and social and cognitive attributes as the most relevant charac-
teristics in the attractiveness field [4, 6]. Not being able to retrieve data
covering those aspects, only antropometric information could possibly be
used. Although it is shown in literature that there is a correlation be-
tween some physical attributes and, perceived competence and leadership
in group settings [4], this information alone is not considered relevant to
this specific case.

Contact features

Contact and visual codes can be considered highly correlated as features
such as occupied space, distance and touch are measured taking posture
and gestures into account. Proximity-related features such as overlap and
distance between group subjects (intragroup distance) can also be cor-
related as the closer the group is, the bigger is the overlap. Overlap is
calculated based on the subjects’ occupied areas intersections, and intra-
group distance is given by the distance between subjects. These features
are considered representative of group cohesiveness and consequently, the
level of engagement in the task. Cohesiveness is an important matter in
study of group dynamics, as it is positive involvement behavior [4, 10].

Place features

Artifact related aspects can easily be extracted in this particular use case,
as the experiment features the handling of objects displayed in the exper-
iment environment. Such interactions can provide enriched information
about the subjects’ behavior and engagement in the group tasks. In this
specific use case, the interaction with the displayed objects is measured
by the subjects’ distance to the center of the table.

4 Results and Conclusion

The most important output of the work described in this document is a
framework capable of quantifying the described nonverbal aspects in a
group setting from video data, with the intent to aid field professionals
analyzing a group’s behavior, offering overlaid visual information on top
of the original data, and generating plots of the quantified features. The
dataset used in this work was fully annotated by this framework.

Figure 1, on top, presents the visualization tool developed to display
the processed feature data regarding nonverbal communication aspects on
top of the original input data, contributing to a easier analysis of such
aspects. Here is demonstrated both the overlaid information of subject’s
keypoints and overlap. At the bottom, a plot illustrating the comparison
between groups’ intragroup distance along the experiment.

Some aspects that would improve the results obtained in the work
would be the use of higher quality image data and the use 3D informa-
tion in order to be possible to analyze other types of features that are not
possible to quantify in a 2D space, such as body orientation.

Figure 1: Top: Visualization tool displaying keypoint position and overlap
features; Bottom: Comparison between groups intragroup distance along
the experiment.
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Abstract 
To improve the quality of robot grasps we propose the use of human 

demonstrations as a guide for the robot to follow, a process often referred to as 

imitation learning. To do so a human subject would perform grasps and 
manipulation tasks on a virtual environment, using a glove with sensors capable 

of capturing the entirety of the hand motions. Our goal is to develop a predictive 
model, which uses past and current joints' information to estimate the 

forthcoming joints' positions. Our model is a Recurrent Neural Network that 

generates the joint positions for a virtual robot, replicating the demonstrated task. 
To ensure the objects are well grasped, the task is segmented in two phases, after 

and before the object is considered grasped, avoiding the model continuing a task 

with an object not well grabbed, dropping it or not even lifting as a result. 

Using this model, trained with the recorded demonstrations, we guide the virtual 

robot to perform a series of simple manipulation tasks, and manage to do so with 
an good success rate. 

Also, to allow anyone intending to try and test their own imitation algorithms, we 
will provide our virtual environment and complete dataset of demonstrations 

freely. 

1 Introduction 

Even with today’s standards of what robots can achieve, robotic 
manipulation still stands as a huge challenge, due to the great number of 
degrees of freedom present in a human hand, leading to the community 
using a claw/gripper or a 3-finger hand instead [1][2].  

To train a robot to grasp and manipulate an object, several 
approaches have been used, from physics based to trial and error 
methods, but a group that has shown some promise are imitation based 
methods, where a human subject demonstrates the grasping task and, 
using some form of machine learning, the robot tries to replicate the 
same task. 

To record said demonstrations, again, several methods are 
employed, from depth-image [1] to video [2][3], but we propose the use 
of a virtual environment, as some works before did [3],  as it is easier to 
capture data and does not suffer the common issues of having objects, 
including the hand, obstructing the view of the camera. To capture the 
hand movements, in case the recording isn’t made through video, a 
range of tools are used, including motion controllers included with VR 
headsets [1] and keyboard/console controllers [2] but, to fully capture 
the complexity of the human hand, we are going to use  gloves with 
sensors [4][5].  

2 Process 

With our objective of teaching a robot through demonstrations, being 
these demonstrations performed in a virtual environment using a glove 
with sensors, we must first have a virtual environment capable of 
capturing these. To do so we used Unity3D, a well-known game engine, 
to create a simple virtual environment that consists on a table with 
several objects to interact with (Figure 1). The physics interactions 
would be processed by Unity3D’s own physics engine. 

To interact with this virtual environment we used the VMG 35 
Haptic glove (Figure 2), a glove containing sensors to measure how 

much each finger joint is bent and 2 gyroscopes, one on the hand and 

another on the wrist, to read the rotational position of the hand. 

 

With everything set it was now possible to record the 
demonstrations. Such is done by recording the hand and object positions 
every fifth of a second, creating a sequence of stages/iterations that 
represent the demonstration, and then writing this data to a txt file. For 
each task, having each one consisting of grasping an object and, in 
some, interacting with a second object, 200 demonstrations were 
recorded. To create some variance the initial position of the objects is 
randomized at the start of each recording, inside a plausible area. 

Having a considerable set of demonstrations, it is now needed to use 
this to allow a robot to use their information to perform the task. To 
achieve this we used an LSTM [6], a recurrent neural network that had 
already been shown to be successful in robot manipulation [2]. To be 
precise, we found it better to use 2 LSTMs, segmenting the 
demonstration in 2 parts, before the object is considered to be grabbed 
(the reaching segment), and after (the manipulation segment), having 
each LSTM training a single segment. This was done as a single LSTM 
would sometimes lead to the hand almost grabbing the object and them 
proceeding with the task without the object in hand. With 2 LSTMs the 
hand will only advance to the manipulation segment after the grab 
condition is met, continuing to try to grab the hand until then. 

The input of the LSTM consists of the current state along with the 
previous 9 states. The state consists of hand position, object position and 
hand's limbs angular positions. The output of the LSTM is the prediction 
of the next state. By performing this prediction in a recurrent way, the 
model will be able to recreate the training tasks. 

The data format consists, as mentioned before, of a sequence of 
iterations, being each iteration represented by 20 values that contain the 
values of each finger joint bend and the object and hand position. To 
streamline and minimize the number of input values for the LSTMs we 
record the relative position (spatial and angular), on the reaching 
segment the relative position of the hand to the object and on the 
manipulation segment the relative position of the hand (with the object 
grabbed) to another object we will interact with, or a generic position, in 
case no second object is used. 

To estimate the forthcoming joint position, we use a kind of a 
regression predictive model, where the LSTM is trained with the mean 
squared error loss. 

To make the trained LSTMs guide the virtual hand to perform task 
first we choose a starting position, from which the reaching LSTM will 
recurrently output the following iteration, having the virtual hand in 
Unity3D following these values. The instant the object is considered to 
be grabbed (this condition is verified if the thumb and at least one 
opposable finger is in contact with the object), a flag is sent from 
Unity3D informing that from that point on we will continue the 
reproduction using the manipulation LSTM, continuing this one 
predicting the following iterations recurrently. 

3 Simulation Results 

To test the quality of our method we trained and tested for 4 tasks: 
grabbing a bottle and placing it on a base, grabbing a can and placing it 
sideways on a box, grabbing and bringing a mug to a base and grabbing 
and placing a hammer on a shelf. 

Learning to Grasp Objects in Virtual Environments through Imitation 

Alexandre Filipe 

 

Alexandre Bernardino, Plinio Moreno 

 

 Thesis student, 
Instituto Superior Técnico 

 IST Robotics Department, 
Instituto Superior Técnico 

 

Figure 2 - Virtual Environment 

Figure 1 - VMG 35 Haptic glove 
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At the start of each test the hand and the object to be grabbed starts 
at a random positions (inside plausible values). Afterwards the LSTMs 
will try to predict the following iterations, using the process mentioned 
before, and try to perform the task they were trained for. If the objective 
of the task is achieved (that is, if the hammer is placed on the shelf, for 
example), then the reproduction is considered a success.  

After 20 trials of testing for each task the success rate was as 
follows: 

 

Table 1 - Test results 

Bottle 85% 

Can 80% 

Mug 75% 

Hammer 75% 

 

These results show promise for this method, achieving the common 
values for this kind of work. 

4 Next Steps 

Having the model capable of guiding the virtual hand we think it 
would also be of interest to try to export the model to guide a real life 
robot to perform the tasks that has been demonstrated on the virtual 
environment. 

To anyone that wants to test their own manipulation training 
methods our virtual environment and our complete dataset of 
demonstrations can be found in github.com/alexamor/thesis. 
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Abstract

Wildfires prevail as one of the most destructive and uncontrollable natural
disasters for man-kind. The fire-fighting combat team can greatly bene-
fit from reliable information about the current position of active burning
areas. It is also important to detect as early as possible the fire ignition
sources through the smoke columns produced.

In this work we use aerial images taken from drones of the wildfires
to detect fire and smoke using deep neural networks. A set of tests is
presented to evaluate the performance of the network used in the fire and
smoke detection. To solve the multi-scale detection problem we use a
Quad-Tree method in the search task.

The proposed system shows an adequate performance in real drone
aerial images.

1 Introduction

This article presents initial results of the Firefront Project (www.firefront.
pt). Its main objective is to create a support system to the fire combat
teams. The system will transmit valuable information about the wildfire
in real-time to the ground teams using aerial vehicles to capture images of
the scene. Next, the images taken, are used to detect fire and smoke using
a convolution neural network able to segment the respective areas.

It comes as a challenge the detection of variable size portions of both
fire and smoke, and due to the small input size image that can be feed to
the common CNNs an extra algorithm was used for doing detection on
smaller image sections dynamically using a Quad-Tree search method.

1.1 State-of-the-Art

The problem of fire and smoke detection using RGB images has been
highly studied on the last few years, using different approaches and tech-
niques. Existing methods can be divided into two big groups: classic
methods and methods that use deep learning.

The classic methods tend to use the RGB components of images via
histogram analysis, to evaluate what colours are more related to fire ar-
eas. One example is the method used by Cruz et al. [1] that relies on in-
dexes based on RGB components to boost fire detection and then applies a
threshold to binarize the image into the classes. This process is very time
and computing power efficient but results in poor detection performances
and this method is very constrained to the environment conditions of the
images taken and the camera characteristics. The active system CICLOPE
that is operating in Portugal, developed by Batista et al. [2] uses a back-
ground subtraction method using fixed cameras to do smoke detection.
This technique makes use of the advantages of comparing consecutive
frames with the same background, showing a good performance but, as
we intend to use aerial vehicles to gather the images, a different method
must be used.

At the other side of the spectre, deep neural networks can be used in
this detection problem, as this area of investigation is evolving increas-
ingly year after year. The most common type of neural network used in
these types of problems is convolutional neural networks. These are able
to extract image information on an abstract level allowing to choose the
characteristics that better represent fire or smoke portions of the image.
Frizzi et al. [3] used a type of CNN using weak supervision training to
do fire and smoke segmentation. Training is a crucial stage while work-
ing with CNNs and requires a large set of images paired with the corre-
sponding labels for fire and smoke. The results shown proved that the
trained network was over-fitted to the data because of the small dataset

used, which is an important challenge due to the lack of fire and smoke
datasets available. There are a lot of CNN extensions, one of them being
the R-CNN. Barmpoutis et al. [4] made use of this type of CNN and got
good results, it showed an efficiency way of detecting one instance of fire
with a bounding box. On that work it was used an interesting and com-
plete fire dataset called Corsican Fire Dataset [5] which was pretty useful
for the training of our networks.

2 Methodology

Firstly the system requires an aerial vehicle to capture the images from a
wildfire or the beginning of one. Then, two independent systems are used,
one in charge of fire segmentation and other for smoke segmentation. As
input to these systems we are going to fed small portions of the images
( patches ) to be able to detect small or big areas of fire/smoke on those
images. The process of slicing the image into smaller patches it is going
to be done using a Quad-Tree methodology. An overall diagram of the
complete system and the corresponding results are shown in Figure 1.

Figure 1: Global Diagram of the system.

2.1 Search by Quad-Tree

Quad-Tree methods are often used to partition a two-dimensional space
by recursively subdividing it into four quadrants or regions. This is useful
for doing a dynamic search for fire or smoke occurrences on the images,
starting first with larger scale patches and, if nothing is detected, then
moving on to smaller patches by slicing the previous ones in four seg-
ments. By using this method we solve the issues related to the multi-scale
nature of fire/smoke, areas, in large patches are difficult to be detected by
the neural networks ( small input size ) and patches that are almost filled
completely with fire or smoke can have dubious detection results due to
the lack of more external features that define the phenomenon.

2.2 Patch Processing ( Classification + Segmentation )

The detection system is composed of two different neural networks, one
for classification and other for segmentation. The classification network
chosen was a SqueezeNet model [6] due to its level of accuracy compared
to state-of-art models like Alex-Net while having a lot fewer parameters
making the model more suitable for smaller datasets. For segmentation
we used U-net [7], one of the most used state-of-the-art models for se-
mantic segmentation.

By using a classification stage before doing segmentation the over-
all performance is increased due to the fact that it is easier to create a
more complete dataset with image level labels then with pixel level. This
reduced the number of false detection on the segmentation.

The overall logic of the system can be explained as following: each
patch of the image produced by the Quad-Tree stage is given as input to

Proceedings of RECPAD 2020 26th Portuguese Conference on Pattern Recognition

59



the SqueezetNet [6] to determine if the patch contains fire or smoke. If a
phenomenon is detected then the patch moves along to the segmentation
stage where the areas of fire/smoke are segmented by the U-Net [7]. If
nothing is detected in the classification stage the patch is not segmented
and the process moves to the next patch in the sequence.

2.3 Datasets

Both networks need a set of images with the corresponding labels iden-
tifying the respective classes. For the classification network the labels
needed are on image level (the images does/doesn’t contain fire/smoke )
for the segmentation model we need pixel level labels. The images gath-
ered for the fire dataset mainly came from three different sources: Corsi-
can Dataset [5] ( RGB images with pixel wise labelling ), smaller datasets
found online and a batch of images gathered online that were manually
labelled to extend as much as possible the size of the dataset. The smoke
dataset consists also of datasets with pixel wise labels found online and
some more images segmented manually.

The datasets for classification include the ones used for the segmen-
tation training together with some more images, as this one doesn’t need
extensive labelling. In table 1 we present a small overview of the datasets
used for the training phase where is identified the corresponding number
of images.

Positive 800 imgs
Fire

Negative 520 imgs
Positive 500 imgs

Classification
Smoke

Negative 300 imgs
Containing Fire 700 imgs

Fire
Negative 450 imgs

Containg Smoke 300 imgs
Segmentation

Smoke
Negative 60 imgs

Table 1: Overview of the Dataset

Good negative cases for fire are sunrises, sky with red tonalities, red
objects and rooftops. For smoke the main concern was related to clouds
due to the very challenging similarities.

3 Results

The dataset was divided as three different subsets randomly, one for train-
ing, one for validation and one for testing purposes (70%,20%,10%). Af-
ter training all the four networks, we evaluated the performance of the
methods here proposed. On table 2, the full system segmentation results
are shown. The results show a good general performance, although it is
rather important to refer that the classes fire/negative and smoke/negative
are unbalanced within each image, typically the images have a smaller
area of fire or smoke. We can also conclude that the smoke detection per-
formance is a bit worse than the fire. In terms of processing time, for an
average size image ( 800 x 500 ), the processing takes roughly 4 secs,
running on a Tesla K80 GPU and Intel Xeon CPU.

Avg. IoU Pixel Accu.
Fire 0.8692 0.8348

Smoke 0.8404 0.7519

Table 2: Performance Metrics on test set

On figure 2, are shown some examples of the results of the detections
produced by the developed system.

4 Conclusions

The datasets are the core asset of the neural networks used in this ap-
proach. As we improved our dataset we observed a boost on the robust-
ness of the performance of the detection for both fire and smoke. It would
be a huge progress in the development of this area of study if it was cre-
ated a centralised and accessible database with more diverse set of images.
The results shown here prove that the system is reliable and can be applied
to real life monitoring of fire situations and it has potential to represent a
big improvement in the way we deal with fire.

(a) Fire Image 1 (b) Fire Detection 1

(c) Fire Image 2 (d) Fire Detection 2

(e) Smoke Image 1 (f) Smoke Detection 1

(g) Smoke Image 2 (h) Smoke Detection 2

Figure 2: Examples of results produced for both fire and smoke detection
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Abstract

The increasing demand concerning stroke rehabilitation and in-home ex-
ercise promotion requires objective methods to assess patients’ quality of
movement, allowing progress tracking and promoting consensus among
treatment regimens. In this work, we propose a method to detect diverse
compensation patterns during exercise performance with 2D pose data to
automate rehabilitation programs monitorization in any device with a 2D
camera, such as tablets, smartphones, or robotic assistants.

1 Introduction

With the escalating demands towards stroke rehabilitation and the in-
crease of in-home exercise recommendations [2], the need for new means
to evaluate patients’ motor performance has risen [4, 7]. In conventional
assessment tests, therapists assess movement quality based on observa-
tion, thus being highly subjective [4]; with the degree of experience im-
plying distinct treatment approaches [7]. Quantitative and objective meth-
ods allow patients’ progress tracking, impaired movements’ understand-
ing, and formulation of standard therapy regimens [4, 6].

Patients’ physically impaired often exhibit compensation behaviors to
accomplish a task. Motor compensation is the presence of new movement
patterns derived from the adaptation or substitution of old ones, which
might help patients’ execute a task [5]. New patterns can include the use
and activation of additional or new body joints and muscles. Most typical
compensation behaviors are trunk displacements, rotation, and shoulder
elevation. These functional strategies are commonly observed in reaching
and are highly related to severe impairment levels [5].

Early on the recovery process, the use of compensation strategies pro-
motes patients’ upper limb participation in task performance. However,
their persistence may obstruct real motor function recovery and must be
reduced during therapy through appropriate exercise instructions [5].

In this work, we present a method to assess quantitatively motor com-
pensation from video frames during upper limb exercise performance. We
have created a labelset (Table 2) for each video frame of the dataset re-
garding the observed compensation patterns. We then explore two meth-
ods to assess these patterns based on 2D pose data enabling this kind of
analysis with widely available RGB cameras.

2 Related Work

When conceiving quantitative methods to assess movement quality, re-
searchers carry out the kinematic study of 3D pose data to track patients’
progress, enhance in-home therapy, and bring consensus among thera-
pists’ evaluation. Kinematics delineates body movements over space and
time, giving information on linear and angular displacements. Prior works
usually explore joint angular motion and trunk displacements. Some stud-
ies determined which kinematic variables better describe motor impair-
ment and identify upper limb disability levels through PCA analysis [6].
Others assessed the quality of the upper extremity movement with ma-
chine learning methods [4, 7]. However, existing methods do not detect
distinct compensation patterns and are based on 3D pose data, which lim-
its its wide applicability in off-the shelf computational devices.

3 Learning to Assess Motor Compensation

Considering stroke survivors with one weakened side of the body, we as-
sess motor compensation through individuals’ body parts’ 2D pose data
extracted from video frames. To accomplish this task, we execute the
following steps: body keypoints extraction and selection, data normaliza-
tion, and multilabel classification to determine the compensation patterns

observed among the video frames. We present a rule-based (RB) clas-
sification method, which works as our baseline approach and a Neural
Network (NN) that assesses compensation through the body keypoints.

3.1 Feature Extraction and Selection

To extract the body joints’ 2D pose data, we use the OpenPose [1], a
software library that provides the location of 25 body keypoints in the
image coordinate system. Each keypoint is denoted by pt

j = [x y]′, where
j denotes a body joint and t the frame number.

Figure 1: Body
keypoints.

We consider two scenarios (S1 and S2) concern-
ing patients’ position in front of the camera: one fac-
ing the recording camera (S1) and the other with the
patient’s affected arm facing the camera (S2). Ac-
cording to [4], we select the joints shown in Figure
1 to describe patients’ movements, which are held
by the RB and NN methods. The head keypoints,
j ∈ [15,18], are held for the RB method, in addition
to the selected joints, to overcome the lack of 3D data
by head size variation. Considering a multi-person
setting (with the patient under evaluation and a caregiver), we select the
patient assuming he/she is the closest person to the center of the image.

3.2 Data Normalization

In a real-world setting, subjects have body parts’ of different sizes and are
not placed at the same place regarding the camera. For this reason, we
normalize the keypoints. First, we apply rigid body transformation from
the image coordinate system, {I}, to the body coordinate system, {B}, in
which the patient’s joint 8 is the origin. This step considers the patients’
affected side. For S1, the BX axis is directed to the affected side. For S2,
the BX axis is directed to the patients’ front. Additionally, we normalize
each resultant keypoint coordinates to the spine length measured in t = 1.
For the NN, to give the non-affected side as a reference, we mirror the
joints to the BX axis positive side, aligning both sides. For RB, each
keypoint moves regarding other specified keypoint.

3.3 Kinematic Variables

We compute kinematic variables for the RB approach to describe motion
patterns similar to [4, 6]. However, as we work with 2D positional data,
we do not have information about patients’ movements in depth. This
way, we formulate hypotheses to detect the different compensation pat-
terns: trunk moving forward, trunk rotation, shoulder elevation, and other
trunk displacements, such as trunk tilt and trunk moving backward. More
specifically, for both scenarios S1 and S2 - the formulated hypotheses and
respective kinematic variables are summarized as follows.

Trunk Forward/Backward: S1 - observed changes in patient’s head
size, ∆Ht (Ht - head area in t > 1); S2 - spine angular and linear displace-
ments, at(p1

8, p1
1, pt

1) (at - angle between three joints) and dt
x(pt

1, p1
1) (dt

x
- displacement in X).

Trunk Rotation: S1 - simultaneous angular displacements of both
shoulders, at(p1

2, p1
1, pt

2) and at(p1
5, p1

1, pt
5); S2 - absolute changes in the

observed chest length, |∆dt(pt
2, pt

5)| (dt - Euclidean distance between two
joints) or1 shoulder displacement regarding joint 1 in X , dt

x(pt
2/5, pt

1).

Shoulder Elevation: S1 - shoulder elevation angle at(p1
2/5, p1

1, pt
2/5);

S2 - shoulder displacement regarding joint 1 in Y , dt
y(pt

2/5, pt
1) (dt

y - dis-
placement in Y ).

Trunk Tilt: S1 - spine angular displacement at(p1
8, p1

1, pt
1); S2 - ab-

solute changes in patient’s head size, |∆Ht |.
1In S2 patients can show their chest or be completely aside
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Exercise Scenario Pmin

E1 ‘Bring a Cup to the Mouth’ S1 83.83%
E2 ‘Switch a Light On’ S1 91.4%
E3 ‘Move a Cane Forward’ S2 98.15%

Table 1: The three exercises and percentage of single labeled frames.

Label IRLblE1/E2/E3 Label IRLblE1/E2/E3

‘0: Trunk Forward’ -/-/3.54 ‘3: Other’ 4.93/5.55/-
‘1: Trunk Rotation’ 16.23/19.25/- ‘4: Normal’ 1/1/1
‘2: Shoulder Elevation’ 2.15/3.03/15.77 - -

Table 2: Considered labels and IRLbl metric for each one.

3.4 Classification Approaches

While exercising, a stroke survivor can describe multiple compensation
moves. Thus, we consider this problem a multilabel classification prob-
lem and learn the different compensation patterns observed in a video
frame. We explore two approaches: a RB method and a NN that learns
the observed patterns based on the keypoints position.

The former method is a set of if-then rules (e.g. ‘2’ if shoulder an-
gle is above a threshold) applied to the kinematic variables and ending in
the class labels [3, 8]. The latter is an ensemble of two classifiers seiz-
ing to respect label dependency and overcome label imbalance [8]. The
first classifier (C1) executes binary classification, verifying compensation
existence. If there is compensation, the second classifier (C2) performs
multilabel classification to determine the pattern. Here we apply binary
relevance One-vs-Rest, which considers each label independently. After-
ward, we join the classification results into the multilabel output.

4 Method Validation
To validate our method, we use the rehabilitation exercise videos from
Lee et al. work [4]. We validate the formulated hypotheses to assess com-
pensation through the kinematic analysis and present the classification re-
sults with our baseline classifier. To validate the NN ensemble, we apply
Leave-One-Subject-Out (LOSO) cross-validation (CV).

4.1 The Multilabel Dataset

The dataset consists of videos with 15 stroke survivors performing an av-
erage of 10 movement trials of three upper extremity exercises (E1, E2,
and E3), detailed in Table 1. We assigned to every video frame multiple
labels (Table 2). Label ‘3’ includes trunk tilt and moving backward. Label
‘4’ holds movements with no compensation or the resting state. As shown
in Table 1, the dataset is almost single labeled - high percentage of single
labeled frames, Pmin. Regarding label imbalance, in Table 2, the IRLbl
metric shows the ratio between the occurrences of the most frequent la-
bel and each label. We can see that, for the three exercises, label ‘4’ is
the most frequent, IRLbl = 1. For E1 and E2, ‘1’ is poorly represented,
IRLbl � 1, with only one patient exhibiting this compensation pattern.
For E3, the less representative label is ‘2’.

4.2 Kinematic Variables

We validate the hypotheses formulated to assess compensation from 2D
positional data. Figures 2(a) and 2(b) show the variation over time of three
kinematic variables used to assess compensation behaviors, without 3D
data. In Figure 2.(b) trunk rotation is assessed in E1 with the simultaneous
angular displacement of both shoulders. In Figure 2(b) shoulder elevation
is detected in E3 through shoulder displacement in Y regarding joint 1.

4.3 Classification Results

When applying the RB and performing LOSO CV to the NN approach,
we obtained the average results given in Table 3. For the NN we explored
one to two layers with 16, 64, and 96 hidden units with adaptive learning
rate. We apply ‘ReLu’ for C1 and ‘Tanh’ for C2 activation functions and
‘Adam’ optimizer with mini-batch size of 5.

As we can see in Table 3, the NN method performs better for the
E2 and E3, with a higher Pmin value, meaning the RB handles better E1.
This suggests that the NN may work better in single labeled cases. Also,
the high levels of standard deviation in both methods suggest that the ap-
proaches could benefit from more exercise examples from more patients
to improve generalization ability.

(a) Shoulders angles over time to detect Trunk Rotation in E1.

(b) Shoulder displacement in Y to detect shoulder elevation in E3.

Figure 2: Examples of kinematic variables variation over time.

Precision Recall F1− score HammingLoss

E1RB 0.756 ± 0.14 0.783 ± 0.12 0.767 ± 0.12 0.11 ± 0.06
E2RB 0.555±0.17 0.666±0.17 0.602±0.17 0.187±0.08
E3RB 0.697±0.27 0.71±0.26 0.701±0.26 0.126 ± 0.11
E1NN 0.692±0.23 0.678±0.25 0.679±0.24 0.187±0.15
E2NN 0.673 ± 0.21 0.675 ± 0.19 0.668 ± 0.19 0.182 ± 0.11
E3NN 0.785 ± 0.22 0.783 ± 0.21 0.783 ± 0.22 0.153±0.14

Table 3: Average results for the rule-based (RB) and Neural Network
(NN) methods.

5 Conclusions
We conclude that our method assesses distinct compensation patterns dur-
ing upper extremity exercise performance pretty well from 2D pose data.
In future work we want to leverage more data to achieve better label dis-
tribution and representativeness.
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Abstract

6D pose estimation is an open challenge due to complex world objects
and many possible problems when capturing data from the real world,
e.g., occlusions, and truncations. Getting the best input data to the deep
learning methods is critical, for example, light can alter the features that
these methods extract from the objects. Not obtaining accurate poses of
the objects can lead to poor experiences in augmented reality scenarios or
can lead to a fail grasping task of a robot. To try to avoid these issues,
we investigate the impact of color spaces in 6D object pose estimation.
For that, we evaluated RGB, Grayscale, HSV, and the HSV individual
channels to study which color space would perform better in the 6D pose
estimation task. We increased the accuracy of a method in 7.11% by using
the HSV color space instead of the frequently used RGB.

1 Introduction

In computer vision, the ambient light can be a notable problem. It can
create artifacts, alter the colors or cause shadows in the captured scene
therefore constituting a problem in many computer vision algorithms.

The RGB color space is widely used, although it does not represent
the color as humans perceive it. If we want to isolate an object just using
color in the image, it is hard to do in RGB because there may be many
similar colors in the image.

The HSV color space has three channels similar to RGB but instead
of Red, Green, and Blue we have Hue, Saturation and Value, or inten-
sity. The Hue channel represents the color. For example, red is a color
but light red or dark red is not. The saturation channel is the amount of
color present. It differentiates the pale red from the pure red. Finally, the
value or intensity represents the brightness of the color, light red or dark
red. So in the Hue channel, each color has its own value the entire red is
a particular value. The lightness or darkness of the color does not affect
the hue channel, so this channel is useful to extract specific colors from
images. In real photographs, you will obtain varied saturation through-
out the images depending on the intensity of the color present in them.
The intensity channel shows the brightness of the colors and this channel
usually has much influence by the light source.

With the required automation needed to help humans in production
lines, robots need to work in a collaborative mode and work in non-
restricted environments so the capacity to understand the scene and the
objects within is becoming a must. The most common task that robots
do is object grasping, which is a task that has been tackled by many re-
searchers because it needs to be as fast as possible and precise so there
is no damage in the objects. Performing gasping in a non-restricted and
cluttered environment, e.g., bin picking, is a complex problem to tackle.

6D pose estimation is a task in computer vision that detects the 6D
pose (3 degrees of freedom for the position and the other 3 for orientation)
of an object. A 6D pose is as important in robotic tasks as in augmented
reality, where the pose of real objects can affect the interpretation of the
scene and the pose of virtual objects can also improve the augmented
reality experience. It can also be useful in human-robot interaction tasks
like learning from demonstration and human-robot collaboration.

Estimating the object’s 6D pose is a challenging problem due to the
diversity of objects that exist and how they appear in the real world. Ob-
taining the data to retrieve the 6D pose is a problem, as RGB-D data can
be hard to obtain for certain types of object, e.g., fully metallic objects,
and meshed office garbage bins. Another problem during the data capture

This work was supported by NOVA LINCS (UIDB/04516/2020) with the financial sup-
port of FCT-Fundação para a Ciência e a Tecnologia, through national funds, and partially sup-
ported by project 026653 (POCI-01-0247-FEDER-026653) INDTECH 4.0 – New technologies
for smart manufacturing, cofinanced by the Portugal 2020 Program (PT 2020), Compete 2020
Program and the European Union through the European Regional Development Fund (ERDF)

Figure 1: Qualitative results on the LineMOD Dataset. These results were
obtained using MaskedFusion with HSV color space as input data. The
red dots represent the object keypoints of the estimated 6D pose projected
onto the RGB image.

is the light present in the scene because it can generate noise or reflec-
tion in the objects. Distinct light sources can make deep learning methods
extract different features from the same object this being a problem be-
cause if we want that the method learns these types of light sources we
need to capture data from each type of light source. More specific, 6D
pose estimation requires massive amounts of data to have good perfor-
mance in real-world applications and even when the methods are trained
in these big datasets they usually tend to fail or have a greater error in the
real world because the most common and well-structured datasets have
well-controlled light sources.

To prevent this situation, we propose an alternative approach to this
type of method by analyzing other color spaces. Color spaces like HSV
are uncommon in the 6D pose estimation area of research. We test if
using other color spaces in the most common dataset LineMOD [1] will
increase the performance of 6D pose estimation methods while not in-
creasing significantly its training or inference times.

2 Methodology

We use MaskedFusion [4] as a framework for 6D pose estimation in our
experiments. It is one of the best-performing methods in the state-of-the-
art.

MaskedFusion consists of three sub-tasks that executed sequentially
estimates the 6D pose of an object presented in the scene. Initially, it uses
a semantic segmentation method to detect and generate masks for each
object presented in the scene. Then for each object segmented it crops
the RGB image, depth image and mask. To eliminate the background
around the object, a bit-wise and operation is made between the images
and the mask. These segmented images are fed to a fully convolution
neural network so it can regress the 6D pose of that object. After the
preliminary pose is estimated, it is possible to utilize another method to
refine the pose of the object. The method used in MaskedFusion is a
neural network that enables it to be executed in real-time instead of other
methods that are resource-heavy.
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Table 1: Results presented in this table were obtained through the training
of MaskedFusion with its weights initialized as random. Italic names
represent the symmetric objects. Bold values are the higher values in
each line.

Objects RGB Grayscale HSV H S V
ape 74.29 86.67 97.14 67.62 34.29 82.86

bench vi. 99.03 100.00 99.03 88.35 89.32 99.03
camera 96.08 98.04 98.04 87.25 75.49 97.06

can 94.06 97.03 98.02 80.20 91.09 93.07
cat 97.00 95.00 97.00 81.00 86.00 97.00

driller 96.00 95.00 99.00 91.00 88.00 94.00
duck 62.26 93.40 96.23 51.89 35.85 88.68

eggbox 100.00 100.00 100.00 100.00 100.00 100.00
glue 100.00 99.03 100.00 100.00 100.00 100.00

hole p. 91.43 95.24 99.05 89.52 74.29 99.05
iron 75.26 97.94 95.88 94.85 91.75 98.97

lamp 100.00 100.00 98.08 95.19 97.12 100.00
phone 100.00 99.04 100.00 93.27 94.23 99.04

Average 91.17 96.63 98.28 86.08 81.14 96.03

In our experiments, we did not use the first sub-task of the Masked-
Fusion. Our primary goal is to report the impact of the different color
spaces and/or channels in the 6D pose estimation. Since MaskedFusion is
a modular framework, it was effortless to remove the semantic segmenta-
tion sub-task and use the ground truth masks to make the operations for
the crop and background removal.

To perform our tests, we choose to compare the HSV color space and
each of its channels with the RGB color space. We tested MaskedFusion
using the RGB, HSV, Grayscale, H (Hue), S (Saturation), and V (Value).
We evaluated the MaskedFusion method in two independent roundups. In
the first series of tests executed we trained the method from scratch, this
means, the neural network presented in the method started with random
weights, and we trained it for 150 epochs. In the second series of tests,
we trained the method with RGB for 350 epochs. Furthermore, we saved
the best performing weights in the validation set and use these weights
to start fine-tuning the neural network for the other color channels. We
fine-tuned the neural network for 150 epochs.

In our tests, we use the LineMOD [1] dataset because it is widely
utilized in this area of research. It consists of 13 objects in over 18000
real images with the ground truth pose annotated. These images were
captured with a Kinect camera that automatically aligns the RGB and
depth images.

As in previous works in 6D pose estimation [2], [3], [5], [6], [4] we
use the same evaluation metrics for the LineMOD dataset. The Average
Distance of Model Points (ADD) [1] is used for non-symmetric objects
and for the egg-box and glue the Average Closest Point Distance (ADD-S)
[6] is used.

ADD =
1
m ∑

x∈M

∥∥(Rx+ t)− (R̂x+ t̂)
∥∥ (1)

In the ADD metric (equation 1), assuming the ground truth rotation R
and translation t and the estimated rotation R̃ and translation t̃, the average
distance calculates the mean of the pairwise distances between the 3D
model points of the ground truth pose and the estimated pose. In equation
(1) and (2) M represents the set of 3D model points and m is the number
of points.

For the symmetric objects (egg-box and glue), the matching between
points is ambiguous for some poses. So for these cases, the ADD-S metric
is used:

ADD-S =
1
m ∑

x1∈M
min
x2∈M

∥∥(Rx1 + t)− (R̂x2 + t̂)
∥∥ (2)

3 Results

In Table 1 and 2, we present the results of MaskedFusion in the LineMOD
test set. These results were calculated using the ADD (equation 1) and
ADD-S (equation 2) metric. In Table 1, we present the results where the
MaskedFusion neural network was trained for 150 epochs with weights
initialized as random values.

In Table 1, its shown that the best performing color space is the
HSV, as it performed higher on average. Specially for the first object,
it achieved less error overall. HSV color space also achieved the best
accuracy in 10 out of 13 objects.

Table 2: Results presented in this table were obtained by fine-tuning.
Italic names represent the symmetric objects. Bold values are the higher
values in each line.

Objects RGB Grayscale HSV H S V
ape 88.57 90.48 96.19 92.38 97.14 94.29

bench vi. 99.03 97.09 99.03 97.09 99.03 99.03
camera 99.02 99.02 99.02 98.04 95.10 99.02

can 96.04 98.02 97.03 98.02 93.07 96.04
cat 99.00 99.00 100.00 99.00 100.00 99.00

driller 96.00 95.00 92.00 98.00 98.00 94.00
duck 95.28 91.51 94.34 96.23 93.40 91.51

eggbox 99.06 100.00 100.00 99.06 100.00 100.00
glue 100.00 100.00 100.00 100.00 100.00 100.00

hole p. 99.05 100.00 100.00 100.00 98.10 98.10
iron 97.94 96.91 100.00 97.94 93.81 95.88

lamp 99.04 99.04 99.04 100.00 98.08 100.00
phone 94.23 94.23 97.12 98.08 97.12 94.23

Average 97.08 96.93 97.98 97.98 97.16 97.01

In Table 2, we present the results for the executed tests with fine-
tuning. The results presented were obtained by using the best-performed
weights in the evaluation set during 350 epochs and then we used these
weights to fine-tune the MaskedFusion for the other color spaces. Fine-
tuning took 150 epochs and then we evaluate the method in the test set.
On average the HSV color space and the Hue color channel had the lowest
average error in the LineMOD dataset. Both of these colors had seven ob-
jects in which they performed higher than the other color spaces/channels.

During inference, we took an average 0.014 seconds to estimate the
6D pose of an object. Our experiments took on average more 0.002 sec-
onds to estimate the 6D pose of an object comparing its execution time
with the RGB color space that did not need any color space conversion.
These times were obtained using a computer with SSD NVME, 64GB of
RAM, an NVIDIA GeForce GTX 1080 Ti and Intel Core i7-7700K CPU.

4 Conclusion

Sometimes using different color spaces aid in specific computer vision
tasks. In these evaluations we discovered that using the HSV color space
can help MaskedFusion achieve less error overall, if the same number of
training epochs are used as when training using RGB images.

Training MaskedFusion for 150 epochs from the random weights in
the RGB color space we achieved on average 91.17% accuracy and us-
ing the same setup but only changing to HSV color space we achieved
98.28%, a substantial improvement.

These tests might even achieve better results when dealing with real-
world scenarios, since, the LineMOD dataset, as others, used a controlled
light environment during the capture of the data creating the best possible
scenario for each image presented in it. We suspect that the advantage of
HSV over RGB can be even greater when pose estimation is performed in
uncontrolled environments, and this will be a topic for future work.
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Abstract

Fire and smoke detection in images using image processing and deep
learning techniques has proven to be a topic of high interest. Recent meth-
ods for object recognition and localization using deep learning achieve
very reliable results. Methods that rely on large amounts of data with
the respective annotations, which are both expensive and often subjective.
To overcome this limitation, we study and implement a method to detect
fire and smoke zones using only weakly supervised methods. We train
a convolutional neural network based model (CNN) for object classifica-
tion that relies only on image-level labels and still can learn to predict
the location of fire and smoke. We demonstrate that the model is able to
localize the discriminative image regions of fire and smoke despite not
being trained for them.

1 Introduction

Forest fires are a scourge that every year destroy thousands of hectares of
forest around the world. Forest fires have a series of effects on both the
burned area and the underlying areas. The consequences go beyond the
visible effects on nature and society such as the destruction of material
assets and the effect on vegetation. The entire ecosystem is threatened,
from fauna and flora to loss of biodiversity, soil degradation and erosion,
to CO2 emissions. For this reason it is extremely urgent to take measures
to mitigate these dangers and reduce the risk of forest fires. According
to [1], in Portugal on the last three years (2017-2019) about 630 thousand
hectares were burnt due to forest fires.

A possible approach to create a wiser firefighting and minimize this
threat is through the use of manned or unmanned aerial vehicles that col-
lect real-time visual information from the fire site. Then the information
can be feed to automatic systems that are able to locate regions of fire and
smoke. This poses a considerable challenge, since neither fire nor smoke
have a well-defined shape and a constant color.

The usual methods of locating/identifying objects using deep learning
are trained on a large amount of fully annotated data, which means that
in each image of the dataset there must be an annotation of where each
class is present in the image, for example through the use of bounding
boxes or pixel-level masking. Though, the creation of such annotations is
very expensive and, especially in case of fire and smoke, it can be very
subjective, since there are no rigid limits.

To overcome this situation we propose to use a weakly supervised
method where the only needed annotation is at the image-level. Which
means that each image in the dataset has only the information if each
class is present in the image or not, there is no information of its location.
With this approach, we can train a CNN model to classify the presence or
absence of fire and smoke and still predict their correspondent localiza-
tion.

2 Related work

The work done on fire and smoke detection based on computer vision pre-
sented a wide variety of methods. The big majority of them are based on
color, motion, spatial and temporal features. This characteristics are very
specific for fire compared to other objects. Most of them follow a common
pipeline, first find moving pixels using background subtraction and then
apply a color model to find fire color regions. The approach is to create
a mathematical based model, defining a sub-space on a color space that
represents all the fire-colored pixels in the image [2]. On this line, Wang
et al. [3] proposed a method based on a Gaussian model learned in the

YCbCr color space. Uğur et al. [4] added to the base pipeline a wavelet-
based model of fire’s frequency signature, with the idea that flames flicker
with a characteristic frequency. Also, Chine et al. [5] added texture anal-
ysis to create Bowfire and prevent false positives resulted from the single
use of color models. Methods using motion tracking are limited since
they only work properly with fixed cameras, in surveillance scenarios [6].
They are therefore not compatible for use with aerial vehicles.

These methods depend heavily on the features delimited by the au-
thors, which may make them too specific for a certain purpose. On the
other hand, methods with deep learning, automatically learn which fea-
tures are best for the given problem. This is why deep learning methods
outperform them. On [7] the authors do a comparative analysis between
color-model based methods versus deep learning methods. They use a
logistic regression model, which is a very simple deep learning method
and yet it is the one that obtains the best overall performance compared to
all colour-based models. They also prove the robustness of these methods
for colour changes and the presence of smoke.

Thus, considering the superiority of the deep learning methods com-
pared to those based on colour, several authors presented methods using
CNN to detect fire and/or smoke [8]. Still following the idea of using
surveillance cameras, K. Muhammad [9] trained a SqueezeNet model for
fire detection, localization, and semantic understanding of the scene of
the fire. Q Zhang et al. [10] trained a Faster R-CNN to detect smoke in
wildland forest fire by creating synthetic images with the addition of syn-
thetic smoke to normal forest images. Also Q. Zhang et al. [11] propose
a method to detect and localize fire using a CNN by using image patch
division.

The lack of a good public accessible dataset for fire and smoke makes
it hard to develop a good deep learning technique. For this reason some
of the previous methods that were trained with small datasets, and even
thought they used fully annotated images, might lack some robustness. In
the method we propose, we can use the few datasets available [12] and
complement them with as many images as we want without much effort
to label them. Then we can build a robust and reliable method to detect
and locate fire and smoke.

3 Methodology

Our approach is based on the powerful ability to locate objects from the
convolutional layers in a CNN, using only a set of images that are an-
notated at image-level. We chosen a VGG19 as our base model. We
then removed the fully connected layers because they destroy the spa-
tial integrity kept in the convolutional layers and added a Global Average
Pooling (GAP) and Sigmoid layers. The Sigmoid layer makes the model
behave as a common one-vs-all classifier for each class. Therefore, for
each image we will always have the prediction if there is fire, smoke,
both at the same time or none at all. This is very important since fire and
smoke are highly correlated. Figure 1 summarizes our proposal.

To obtain the location, we applied the methodology proposed in [13]
to our specific case. The idea is to create a Class Activation Map (CAM)
that can be used to localize the network’s attention on the input images
for fire and smoke even though the networks have only been trained on
image-level labels. This is done by gathering the information from the
features maps on the last convolutional layer. Thus, we had a GAP layer
before the last convolutional layer so that we can weight the importance
of each feature map for the predicted class(es). Then, we do a weighted
sum of those feature maps according to the predicted class to produce the
CAM. Hence, Hc(x,y) = ∑n

i=1 wc
i fi(x,y) where H represents the CAM

with the predicted location and wc
i is the weight of the activation of the ith
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Figure 1: Global architecture

feature map f (x,y) for the predicted class c.
By doing so, CAM behaves as a heatmap highlighting the areas in the

image where it is more probable to be fire and/or smoke.

4 Experimental setup

To train the network, we build our own data set. As a starting point the
dataset of [12] was used since it contains good examples of forest fires
as well as controlled fire frames. In order to complement it, we added
images from aerial views, images with only fire, images with only smoke
and images of negative cases (sunsets, very orange scenes, clouds, etc.).
Gathered from the web and from the Firefront project [14]. In the end, the
data set is made up of 1770 images, of which 80% are for training, 12.5%
are for validation and 7.5% are for testing.

Our model is exclusively trained for classification purposes and as it
behaves as a one-vs-all classifier we used a binary cross-entropy loss. At
any stage of the model training we use any location related loss.

5 Results

To evaluate our method, we tested our approach in terms of classification
and segmentation.

For classification, we tested on our test set. The metrics presented are
at the image level, the network predicts the presence of fire and smoke in
the whole image. We achieved an accuracy of 92% for fire and 91% for
smoke, which is a good result taking into account that we never said to
the network what exactly is fire or smoke.

Regarding the segmentation, we tested only for the case of fire, us-
ing the images and their ground truth from [12]. To do this, we had to
transform the CAMs into binary masks. The CAM behave like a heatmap
with values between 0 and 1 in which areas with values close to 1 are
more likely to belong to the class and vice versa. Thus, we have created a
threshold where any value above is considered to belong to the class. Sev-
eral values were tested taking into account the mean Intersection-Over-
Union (IoU) . In the end we obtained a value of 0.35 for the threshold and
a corresponding IoU of 0.575. To note that this a very good value tak-
ing into account that the ground truth masks are very detailed while our
method, although accurate, is not so precise, is more rounded. If we apply
a small dilation on the ground truth masks, we can do a more equitable
comparison and achieve a mean IoU of 0.61.

6 Conclusions

Our method provides a solution for developing location capabilities when
there is a lack of available data, in the specific case applied to fire and
smoke. We have shown that even with only image level labels, we have
been able to build a normal classification network to predict the location
and have saved a lot of time on labeling.

We are aware that the heatmaps produced are not as sharp as an output
of a segmentation network but are accurate in terms of location. Conse-
quently, in a future work we could sharpen the heatmaps with the use
of different available method’s, for example Conditional Random Field
(CRF).
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Abstract

This work, intends to improve a monocular region-based tracking algo-
rithm using an RGB camera. The algorithm to be improved, derives from
a particle filter where each particle represents a hypothesis of the state of
the object in 3D. However, the literature mentions that the particle filter
(PF) uses a very limited importance distribution to propagate the parti-
cles, which easily leads the filter to degenerate and loose track of the
object. Given the limitation of the PF, an unscented particle filter (UPF)
is proposed. This one obtains an approximation to the optimal importance
distribution, by adding a current observation of the state.

In order to compare the proposed algorithm with the previous one,
both are implemented and several real and simulated experiments with a
simple object are performed. From the results obtained, is shown that the
filters are successful, with the UPF being more robust.

1 Introduction

The most known methods to track an object using an RGB camera, are
the methods based on 3D reconstruction and the ones based on test hy-
pothesis. The first methods, start by using the visual information of the
2D image to reconstruct the pose of the object in 3D and the other ones,
consists in generating numerous hypothesis about what could be the ex-
act state of the object in 3D, and test each hypothesis from the 2D image
information. The advantages of 3D reconstruction is that it’s fast and
easy to localize the object of interest, however, they are easily affected by
noise in the image. On the other hand, the last methods are more precise
because the image’s noise is not taken into account, yet, they are very
slow and poor in localizing the object. The main intent to use the UPF is
to combine both methods to get the advantages of both. Thus, by defin-
ing the particles as 3D object’s state hypothesis and introducing a current
measurement of the object’s state through a 3D reconstruction process, an
hybrid algorithm is formulated.

In Bayes perspective and under the Markov assumption, the problem
is to recursively estimate the posterior distribution of the current state
xt conditioned on all available observations z1:t = {z1, ...,zt}. One just
needs to define some initial prior p(x0), state transition p(xt |xt−1), and
observation p(zt |xt) probabilities, in mathematical terms [5]:

p(xt |z1:t) ∝ p(zt |xt)
∫

p(xt |xt−1)p(xt−1|z1:t−1)dxt−1. (1)

However, the equation (1) is intractable, and for this reason many kind of
numerical approximations, like the methods based on particles, have been
developed. They represent the posterior distribution as N weighted set of
Monte Carlo samples

{
x(i)t ,w(i)

t

}
, i = 1, ...,N, also known as particles,

and by the law of the big numbers, the bigger the number of particles the
lower is the variance of the approximation error [6]. Unfortunately, it’s
often impossible to sample directly from the posterior distribution, so a
known and easy-to-sample distribution q(x(i)t |x

(i)
0:t−1,z1:t), called impor-

tance distribution is applied. By drawing samples from this distribution,
a recursive estimate for the importance weights can be derived [6]:

w(i)
t ∝

p(zt |x(i)t )p(x(i)t |x
(i)
t−1)

q(x(i)t |x
(i)
0:t−1,z1:t)

w(i)
t−1. (2)

This type of methods exhibit a phenomenon called degeneration. This
happens when some particles get all the weight and a lot of them get
insignificant. To prevent this, a process of resampling is implemented
to replicate the particles with high weights and discard the lower ones

[6]. Doing this, brings more particles to regions of high likehood, which
not only contributes to get better estimates, but also to avoid the particles
from moving wrongly in the state space. One filter that derives from these
type of methods, is the particle filter, that uses the simple state transition
probability as the importance distribution. Yet, the literature mentions
that in this type of methods, the most critical design issue is the choice of
importance distribution. If the likelihood function is to narrow, or if it lies
in one of the tails of the prior distribution, even the resampling process
might not be enough to prevent degeneration [6]. In a Markov process,
the optimal importance distribution in terms of minimizing the variance
of the weights is given by:

q(xt |x0:t−1,z1:t) = p(xt |xt−1,zt). (3)

However, sampling from this distribution is non-trivial, because of the
dependence on the atual observation zt , thus, with the intent of getting an
approximation to this distribution, the unscented particle filter introduced
by Van Der Merwe et al. [6] was developed. This one uses the unscented
kalman filter (UKF), which introduces a current observation together with
a Gaussian approximation of the state, as the importance distribution to
propagate each particle [6]:

q(x(i)t |x
(i)
0:t−1,z1:t) =N (µ(i)

t ,P(i)
t ), i = 1, ...,N. (4)

2 Methodology

The algorithm to be improved in this work is the one developed by M. Ta-
iana et al. [5], in which to track a homogeneous ball, the state is defined as
the position and velocity of the ball in space xt =

[
x y z ẋ ẏ ż

]T .
The algorithm is based on a particle filter, where each particle represents
a 3D hypothesis of the ball’s state, this allows one to overcome the in-
version of the nonlinearity caused by the camera projection model and
enables the use of realistic 3D motion models as the state transition prob-
ability [5]. On the observation model, each particle project a few tens of
points onto the current image of a video frame from his state hypothesis,
one set inside and the other outside the 3D object’s silhouette. With the
chromatic information of these points, a normalized color histogram for
the inner region and another for the outer region, are constructed along
with the normalized color histogram of the object’s color model [5]. The
likelihood of a particle is considered high, if the inner and model his-
tograms are similar and at the same time, the inner and outer histograms
are different. To express this mathematically, a metric D is constructed,
based on the Bhattacharyya coefficient that quantifies the similarity be-
tween histograms. At last, the observation probability of each particle is
modeled by a Laplacian distribution over the metric D, where ε was set
to ε = 1/30 [5]:

p(zt |x(i)t ) ∝ e
−
D
ε . (5)

2.1 Proposed algorithm

On the previous algorithm, a motion model is applied to predict the next
state of the particles, for the UPF, it’s the unscented kalman filter that
is used. This filter returns a prediction considering a motion model and a
current observation, where the observation is a measure of the 3D position
of the ball. The measurement process, consists in a method to estimate
the current 3D position of the ball from an image. In order to accomplish
this, a few steps must take place. The method first starts with color seg-
mentation to identify the whereabouts of the ball. The ball is identified
in the image through the highest pixel probability, corresponding to the
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reference histograms created based on the ball’s color model, and the im-
age is then binarized with the use of Otsu threshold [3] to distinguish the
ball from the background. Next, with the use of morphological operators,
the possible noise that survived the threshold, is removed and the edges
of the ball smoothed. The contour is extracted with the Moore Neighbor-
hood [4] tracing algorithm and these points are used to extract an ellipse
with the RANSAC [2] algorithm. With the best fitted ellipse, the 3D po-
sition is then obtained through monocular reconstruction [1] that uses the
prior information of the ball radius and camera parameters to estimate a
position from the ellipse fitted to the blob.

3 Results & Discussion

In order to access and compare the performance of the PF and UPF, sev-
eral tests over simulated trajectories and real experiments were made. Re-
sults for a simulated circular trajectory and for a real free-fall trajectory
are shown in this section. For both filters, there are adjustments parame-
ters that affects the performance. The principal and only parameters tested
are: the number of particles (the higher the number the better are the esti-
mates), the distance between the inner and outer points (that controls the
measurement error) and the process model noise (that regulates the dis-
persion of the particles in the state space). For all the plots, the tests were
made using N = 1024 particles, where the red lines represent closer inner
and outer points, the green corresponds to points a bit more distant than
the red ones, and the blue even more distant. The solid, dashed and dotted
lines, represent three different process noise configurations. For all tests,
the motion model used corresponds to a constant velocity model. To an-
alyze the influence of the number of particles, the root mean square error
(RMSE) was used and to examine the influence of the silhouette distances
and process noises, precision plots were created. This plots instead of the
RMSE, can catch if a filter looses track of an object, and for filters like
these, this scenario often happens. Precision plots express the percentage
of estimates that possess an error below a given error threshold, as the er-
ror threshold increases. The considered error threshold is the relative error
δ . Therefore, the following equation is used to compute the percentage of
the estimates F , that possess an error below an arbitrary relative error δ :

F =
100
N

N

∑
i=1

H
(

δ − ||xi− x̂i||
||xi||

)
[%] (6)

where H is the Heaviside function, N represents the number of estimates
that belong to the experience, and xi and x̂i corresponds respectively, to
the exact state and the state estimate i. Both filters deal with random
variables, thus, making tests with the same parameters originates different
results and for this motive each test is repeated 100 times.

N 128 256 1024
PF 6.32×108 392.35 24.13
UPF 27.05 26.04 23.98

Table 1: RMSE error in mm using different number of particles.

In the table 1 are exposed results of RMSE of the position estima-
tions for a given experience, varying only the number of particles. One
can verify that the results coincides with the literature, once as the number
of particle increases, better are the estimates, but the lower is the compu-
tational efficiency. Comparing the real results against the simulated ones
(figure 1 and figure 2), it is quite visible, that for the real experiences, the
relative error is bigger, at least the double, which make sense, because
the simulator does not take into account the real phenomena of the world.
Other aspect is the high sensitivity that the PF exhibits for different pro-
cess noises and different distances between the inner and outer points (see
figure 1(a)). For this filter, the process noise is directly related to the ac-
celeration of the object and for one order of magnitude below or above
the process noise used by the solid lines, the filter looses track of the ball
and degenerates, which leads to wrong estimates. For the dotted lines
the problem is the low scattering of the particles, and so, the filter cannot
keep up with the object’s movement. For the dashed lines, the particles
get scattered too much and deviate from the ball which degenerates the fil-
ter. For the UPF the estimates of the position are all adequate for different
process models. The real trajectory is a free-fall in which the ball collides
with the ground multiple times, that makes the ball to rapidly change it’s

movement. That’s why for the PF, the obtained results are very poor (see
figure 2(a)). After an impact, the particles easily loose track of the ball
and hardly recover to regions of high likelihood. On the other hand, one
can see the real advantage of the UPF. If the particles loose track of the
ball (mainly after an impact), the current observation acquired from a 3D
reconstruction based method that easily localize the ball, will pull the par-
ticles to regions of high likelihood. Despite using such a limited motion
model for this trajectory, the UPF obtains satisfactory results (see 2(b)).

(a) PF. (b) UPF.

Figure 1: Position estimates for the simulated circular trajectory.

(a) PF. (b) UPF.

Figure 2: Position estimates for the real free-fall trajectory.

4 Conclusions

The results obtained in this work, allows one to conclude that the imple-
mented filters function with success, if the filters initial parameters are
adjusted accordingly to the object’s trajectory. For high uncertainty tra-
jectories like a free-fall, the PF easily degenerates, contrarily, the UPF
was successfully in all tests for any trajectory, which allows one to con-
clude that it’s way more robust against all the three tested parameters. As
future work, different observation models can be developed in order to
make the algorithms usable for more complex objects.
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Abstract

In object detection frameworks based on deep learning, the pre-established
anchor boxes are critical to ensure an adequate localisation of the objects
that should be detected. As some datasets comprise objects of distinctive
shapes and specific sizes, this work describes a methodology to adjust the
anchor attributes to the dataset used for the task at hand.

For that, an analysis of the dataset’s bounding box properties is per-
formed, and k-means clustering is applied to identify the rectangular box
scales and ARs that yield the best representation of the object dimensions
and shapes existing in the dataset. The particularities of four popular ob-
ject detection meta-architectures were taken into account to ensure that
the output of the proposed method is fully compatible with the anchor
box settings of different networks. The application of this methodology
is illustrated using a private cervical cancer dataset.

1 Introduction

Recently, the popularity of deep learning models for object detection tasks
has arisen, owing to their robustness and promising performances. These
algorithms aim at localising the objects in each image in terms of rect-
angular bounding boxes that mark the region of the object, while also
distinguishing their class [1]. Most model architectures devised for this
purpose achieve the detection step through the proposal of object regions
and the regression of their bounding box coordinates, with many resorting
to anchor boxes, or box priors, to generate the object proposals [2, 3, 4].

Anchor boxes are bounding box templates extracted at pre-defined lo-
cations of the feature map of the convolutional neural networks (CNNs)
that define the object candidates assessed by the network. Their dimen-
sions may be directly set [5] or specified in terms of the scales and aspect
ratios (ARs) combined to define the candidates extracted at each location
[2, 3]. Due to their role in object proposal, anchor box settings are critical
to ensure the reliable localisation of the objects in the image; hence, the
anchor box scales and ARs ought to be carefully defined, bearing in mind
the specificities of the annotated objects in the dataset.

Although the anchors considered in the most common object detec-
tion architectures are designed to encompass myriad object scales and
shapes, in some scenarios the object proposals generated using generic
anchors might not be able to match the objects that should be detected.
Thus, this work presents a methodology to adjust the anchor properties to
the type of objects existing in a specific dataset, enabling a more targeted
object proposal procedure. Clustering is used to identify the most rep-
resentative bounding box dimensions and shapes present in the dataset,
which are mapped to the parameters of specific object detection CNNs,
taking into account their design differences. Finally, the application of
this methodology is demonstrated using a private cervical cancer dataset.

2 Methodology

The idea of exploiting dimension clusters to adjust the box priors used
for object detection was already proposed in [5]. In that work, k-means
clustering is applied to the bounding box width and height values of the
training data to find several cluster centres, each associated with distinct
anchor dimensions. The optimal number of anchors is established by find-
ing the number of centres that allows a high average intersection over
union (IoU) between the anchors and the ground truth boxes and does
not increase substantially the computational complexity of the algorithm.

The dimensions (height and width) that characterise the cluster centres
are used directly to define the anchor boxes considered by YOLO.

However, in other object detection models (such as Faster R-CNN,
SSD and RetinaNet), the size and shape of the anchor boxes are parame-
terised separately through the specification of several box scales and ARs,
combined to determine the dimensions of the anchors extracted from the
feature maps. Ergo, the proposed methodology applies the k-means al-
gorithm in 3 distinct domains: the bi-dimensional height and width space
(described above); and the domains of bounding box scales and ARs as
separate variables, since this enables an easier adaptation to the way the
anchor boxes are defined in the other meta-architectures. In this case,
the within-cluster sum-of-squares distance metric is minimised to find the
optimal clustering centres for each k value.

2.1 Aspect ratio and scale clustering

To find the optimal anchor shapes, the ARs of the dataset’s bounding
boxes are computed as the ratio between the width and the height of each
bounding box. The anchor scales are computed as the ratio between the
area of each bounding box and the area of the whole image. The k-means
clustering algorithm is applied independently to the scale and AR values,
finding the optimal cluster centres for each of these variables. For both
properties, several k (number of cluster centres) values are tested and eval-
uated based on the sum of squared distances between each bounding box
instance and its nearest cluster centre.

2.2 Selection of the optimal anchor scales

More cluster centres are expected to result in anchors more representa-
tive of the dimensions of the objects in the dataset, as verified in [5];
yet, the consideration of more bounding box scales and ARs implies the
generation of many more object candidates during the training and execu-
tion of the algorithm, subsequently increasing its computational burden.
Thus, the selection of the number of scales and ARs used in the detection
algorithm is accomplished considering the trade-off between the sum-
of-squares distance - representative of the intra-cluster variability, which
should be minimised - and the inherent computational complexity.

In addition, the design differences of the current state of the art detec-
tion architectures should also be taken into account for the specification
of the anchor box settings, since they might affect the anchors extracted in
the object proposal step. To address these variations, four architectures -
YOLO [5], Faster R-CNN [2], SSD [3] and RetinaNet [4] were examined.

One of the key disparities among these frameworks is associated with
the convolutional layers from which the object proposals are retrieved:
YOLO and Faster R-CNN apply the anchors to a single feature map,
whereas SSD and RetinaNet propose boxes of different scales by extract-
ing candidates from network layers of varying depths. Moreover, as afore-
mentioned, the YOLO model contrasts with the remaining architectures
by defining the anchor box dimensions directly, instead of setting the box
priors through scale and AR combinations.

Even though SSD and RetinaNet both resort to feature maps of mul-
tiple depth levels to propose objects at different scales, in the SSD frame-
work each extraction layer is associated with a single scale, whereas Reti-
naNet allows the specification of more than 1 sub-scale for each level.
Therefore, in the SSD model, the number of feature maps used for anchor
generation is equal to the number of object scales considered, and there
is a direct mapping between the selected scales and the anchor extrac-
tion layers. Alternatively, in the RetinaNet framework, a feature pyramid
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(a) (b) (c) (d)
Figure 1: Graphical representation of some metrics according to the k value used in the experiment: (a) average IoU between the cluster centres and
the dataset’s objects, for the width/height clustering; within-cluster sum-of-squares distance for the (b) scale and (c) aspect ratio values; (d) average
absolute difference among the aspect ratio values in each set.

network is used to provide the convolutional layers that are the basis for
anchor generation, being characterised by feature maps with a fixed con-
secutive resolution difference (a factor of 2), designated as octave levels.
Accordingly, to take advantage of the scale values found through the pro-
posed methodology, a careful correspondence between the selected scales
and the architecture-specific parameters must be conducted.

2.3 Identification of the most discriminating aspect ratios

Given that the ARs influence the object shapes that will be more easily
detected by the algorithm, the established values should be sufficiently
discrepant to allow the examination of a diverse set of object shapes. To
ensure this diversity, in the proposed approach, the choice of the number
of ARs is based not only in the sum-of-squares distance, but also in the
average absolute difference between the several AR values in each of the
possible sets (inter-cluster variability).

3 Application to a private cervical cancer dataset

The approach described was applied to a private dataset comprised of
1489 microscopic images in total, acquired from liquid-based cervical cy-
tology samples of 21 patients with a µSmartScope device [6]. This dataset
includes 2436 bounding box annotations of abnormal regions (indicative
of cervical lesions, illustrated in fig. 2), provided by a clinical expert from
Hospital Fernando Fonseca. As the dataset had been previous split in
training and test subsets according to a 80%/20% ratio, only images from
the training set were analysed to establish the anchor settings.

(a) (b) (c)
Figure 2: Examples of images from the cervical cancer dataset with the
bounding boxes of abnormal cells outlined (in red).

The range of k values tested in the clustering experiments was limited
to a maximum of 15 for the dimensional clustering case and of 9 for the
scale and AR studies to limit the number of object candidates generated.
The results obtained for the several ks are depicted in fig. 1. For each k
value, the final anchor dimensions, scales and ARs were obtained from
the coordinates of the corresponding cluster centres.

As expected, more cluster centres lead to anchors more representative
of the dimensions of the objects in the dataset, associated with a lower
sum-of-squares distance error and a higher IoU metric. However, it is
important to select a number of cluster centres associated with a reason-
able number of anchors. Hence, adequate values for the anchor dimen-
sions used in YOLO (directly defined in the image domain) would be
the ones obtained for k = 9, for instance, resulting in the anchors of nor-
malised dimensions (0.36,0.38), (0.30,0.20), (0.15,0.39), (0.19,0.19),
(0.3,0.58), (0.30,0.29), (0.23,0.28), (0.67,0.67), (0.57,0.28). An ap-
propriate choice for the scale values could be the scales of the cluster cen-
tres for k = 6 (0.06,0.13,0.25,0.44,0.66,0.91), since these would produce
a restricted number of object proposals while keeping the same number of
feature maps used in the original implementation, which is an advantage
when pre-trained models are used.

The selection of the ARs should be grounded not only in the intra-
cluster variability, but also considering how well-separated a cluster is
from other clusters. Even though the ARs reported for k = 7−9 yielded
larger differences, their consideration would increase the computational
burden of the model. As the ARs clustered for k = 6 (0.68, 1.18, 1.90,
3.63, 7.47, 14.55) exhibit an average difference metric similar to the ones
produced by more ARs, these would be suitable for the dataset analysed.

4 Discussion and conclusions

This work presents a method to optimise the localisation step in object
detection networks, achieved through the adjustment of the anchor boxes’
settings to the properties of the dataset used. The performed analysis ad-
dressed the factors that may influence the establishment of the anchors, in
particular the similarity between the extracted anchors and the dataset’s
objects, the computational complexity of the model, the variety of anchor
shapes and the ability to implement the anchors of choice in the exist-
ing detection models. Additionally, in studies that rely on pre-trained
networks for fine-tuning, for architectures whose number of layers is di-
rectly associated with the anchor scales extracted, the number of object
proposal layers should be the same as in the original model, to fully take
advantage of the pre-trained weights.

Nonetheless, the experiments reported still correspond to exploratory
work and further tests ought to be conducted. Future work should include
the examination of the impact of the anchors’ setup in the final detection
performance through the comparison of the adjusted anchor settings with
the default ones, as well as a characterisation of the computational burden
yielded by some of the possible anchor configurations. Different cluster-
ing approaches, as well as more informative distance metrics for cluster
validation, should also be explored.
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Abstract

In the mammography exam, two views with complementary information
are obtained for each breast. The state-of-the-art algorithms used in this
context do not fully leverage this complementary aspect of the exam. In
this work we show the potential of multiview approaches to the problem
of lesion detection. For this we compare two models, one which is trained
to classify between lesion and non-lesion patches and the second which,
given a patch of the lesion in one view ranks candidates of that same lesion
on the other view. The second model outperforms the first, showing the
potential of using information from one view to guide decision for the
other.

1 Introduction

Worldwide, breast cancer is the most frequently diagnosed and most lethal
form of cancer in women [3]. The cumulative risk of developing the dis-
ease before the age of 75 is a little over 5%. Early diagnosis is vital in ad-
dressing this disease as it frequently translates into a better prognosis and
allows more treatment options such as breast-conserving surgery [2]. Due
to this, different countries implemented screening programs to anticipate
detection. Screening mammography is the most commonly used imaging
exam in this context and has been shown to decrease mortality [1]. Re-
cent works have focused on developing more accurate Computer-Aided
Diagnosis (CAD) algorithms [6]. The developments in deep learning in
recent years and, consequently, improved image recognition models have
fueled and shaped these efforts [4].

The detection of breast cancer in the screening mammography exam
consists of finding lesions, often subtle, indicative of the disease. For
each breast, two images are obtained for different projections (views) of
the breast, which complement each other information-wise. Often, radi-
ologists observe the same lesion in both views before making a decision.

The state-of-the-art algorithms for breast cancer screening do not in-
tegrate the information at the lesion level. They fuse the knowledge of the
two views either by averaging the "diagnosis" or aggregating image-level
features. Lesion level integration has the potential to improve accuracy
and the interpretability of the results returned by the algorithm. This work
is a starting point in this direction. We show that a lesion’s information in
one view is useful to detect the lesion on the other view.

2 Methods

2.1 Baseline: Image Classification with CNNs

Convolutional Neural Networks (CNNs) are the most common type of
neural network in vision applications. In recent years researchers have
adopted these models in the context of Computed Aided Diagnosis tools
for Breast Cancer screening. Image classification is commonly done by
minimization of the cross-entropy loss function on a training set:

LH =
M

∑
c=1

yc log(pc) (1)

where yc ∈ {0,1} is 1 if the label of the image is class c, and pc is the
probability assigned by the model that the image belongs to class c.

2.2 Multiview: An approach based on the Triplet Loss

In this work, we considered an alternative setting for image classification
in which the patch corresponding to the lesion in the other view (anchor)
is given. In this context, the model can obtain information on what the
lesion might look like. The triplet loss [7] can thus be used to train a
model that tells us if there is a correspondence between the anchor and
the candidate. This loss function is given by:

LT = max(d(a, p)−d(a,n)+margin,0) (2)

where a, p, n are feature representations for the anchor, the positive and
the negative images and d is a measure of distance (euclidean norm in the
case of this work). The minimization of this loss function leads to the de-
sirable case where: d(a, p)< d(a,n)+margin. Thus, from all candidates
it is expected that the patch that minimizes d(a,x) is the correct one.

2.3 Hybrid: Aggregating the two decisions

The two proposed models are conceptually different. While the baseline
learns to discriminate between positive and negative patches, the multi-
view approach relies on the anchor. As such, the information they base
their decisions on may be complementary.

A third option is to use a hybrid strategy that relies on the decision of
the two models. Here we propose a simple rule in which the final score,
which ranks the candidates, is obtained with the baseline model plus a ∆
if that candidate is the preferred one for the multiview model.

3 Experiments and Discussion

Due to its size and accessibility, CBIS-DDSM [5] is the leading publicly
available dataset for developing breast cancer screening algorithms. This
collection is an updated and standardized version of DDSM and contains
approximately 10k images. Each finding in the dataset is associated with
a segmentation mask and its pathology (malign or benign). Images were
obtained from scanned film mammography. In this work, a subset of this
data with around 1200 images was used.

The data was split at the patient level into three sets: train (70%),
validation (10%), and test (20%). Positive patches were taken centered on
each lesion’s mask. A custom lesion detector was employed to obtain five
false negatives per image in the dataset to serve as additional candidates.
All patches were resized to 64×64.

A custom architecture was used for all experiments with eight con-
volutional and two fully-connected layers. The models were trained for
around 80k iterations with a starting learning rate of 0.01, which was de-
creased one time by a factor of 10, using stochastic gradient descend with
momentum, with a batch size of 32. Batch normalization and weight de-
cay were used. Each experiment was repeated five times.

Each method’s accuracy was computed by first ranking the candi-
dates and then selecting their top choice for each image. This selection is
considered correct if it corresponds to the lesion and incorrect otherwise.
The top candidate for the baseline model was the one that maximized the
probability of being positive while for the multiview model, the one that
minimized the distance to the anchor. The ∆ for the hybrid strategy was
0.25. Results are shown on table 1. In Figure 2, the sensitivity per average
number of false positives is shown for the three models.
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Figure 1: Diagram for the problem formulation and strategies followed in this work.

Table 1: Test set accuracy for each method.

Method Baseline Multiview Hybrid

Accuracy (%) 76.13 ± 1.64 80.4 ± 0.6 82.02 ± 1.62

Figure 2: Sensitivity per false positive.

As shown, the multiview approach outperforms the baseline, show-
ing that the appearance of the anchor image can be used to enhance the
detection of the same lesion on the other view. When combined in the
hybrid strategy, the two models can enhance one another, suggesting that
their information is complementary.

Even though the results show the importance of using a multiview
approach at the lesion detection level, future research is needed on how
to integrate the two losses together in a single training scheme. Also, it is
desirable to have an automatic algorithm that does not require an anchor.
In this context, it is yet to be shown the value of a multiview approach
when there are only candidates for view, rather than a "known" positive.

4 Conclusions

Breast cancer is a considerable burden on patients worldwide. The de-
velopment of more accurate CAD systems can help reduce this burden
through earlier and more accurate diagnosis. The development of CNNs
has allowed an increase in accuracy. However, current methods could be
further improved by better integrating the information of the two views.
This work demonstrates this potential by showing that a model that uses
the opposite view’s appearance can outperform a naive baseline in lesion
detection. Future research should focus on how to translate this potential
to a more realistic/less controlled scenario.
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Abstract 
Nowadays, computer vision (CV) is widely used to solve real-world problems, 

which pose increasingly higher challenges. In this context, the use of 
omnidirectional video in a growing number of applications, along with fast 

development of Deep Learning (DL) algorithms for object detection, drives the 

need for further research to improve existing methods specifically developed for 
conventional 2D planar video. This work explores DL methods to detect visual 

objects in omnidirectional images represented onto plane through Equirectangular 

Projection (ERP).  It is shown that the error rate of object detection using existing 
DL models with ERP images depends on the object spherical location in the image. 

Then, a new object detection framework is proposed to obtain uniform error rate 

across the whole spherical image regions.  

1  Introduction 

Over the last decades, computer vision (CV) technology, through 
traditional or intelligent approaches, has been widely explored to solve 
real-world problems through advanced technology in many different 
domains, such as self-driving cars, accurate health diagnoses, agriculture 
operations improvement, remote surveillance and monitoring, etc [1]. 
Such systems are usually based on planar images captured from 2-
dimensional (2D) cameras, usually referred to as conventional cameras. 
However, new application requirements and fast technological advances 
are continuously posing new challenges which cannot be met by 
conventional cameras. Their limited field-of-view (FOV) and, 
subsequently, blind spots do not allow all view directions, including all-
around from the ground, mid-level above ground to sky, to be monitored. 
For instance, in outdoor smart surveillance systems, a conventional 
camera no longer meets the requirements posed by all types of possible 
intrusions in private properties or high security areas. In fact, nowadays 
intrusion may happen either physically at the front door or remotely 
through a flying drone. To cope with such new demands, omnidirectional 
vision has been evolving in several directions such as: object detection 
and identification, people recognition, vehicles traffic monitoring, etc., at 
the ground-level; monitoring buildings, balconies, or windows at the mid-
level; detect sky-level objects such as unmanned aerial vehicles (UAVs), 
which consist of autonomously or remote-controlled vehicles to fly over 
target areas . 

Deep Learning (DL) approaches have been heavily studied in the last 
few years and nowadays there are several frameworks capable of 
providing reasonable performance in many image and video processing 
tasks. However, currently available DL frameworks were designed to use 
2D data as input, while specific solutions for omnidirectional video are 
still open for further improvement and performance optimisation. This 
paper is motivated by this technological context, addressing performance 
optimisation of DL approaches for object detection in omnidirectional 
images representing the spherical domain as planar images through the 
well-known Equirectangular projection (ERP). The equirectangular 
projection defines each sphere point by a horizontal angle  𝜃 𝜖 [−𝜋, 𝜋[  
and vertical angle   𝜃 𝜖 [−𝜋/2, 𝜋/2[ . Then, given a sphere ∑, an 
Equirectangular image 𝑃 is obtained by sampling the spherical surface as 
follows [2]: 

 

𝑃(𝑖, 𝑗) =  ∑ (𝜃𝑖 , 𝜙𝑗) 

with ∀𝑖 , 𝜃𝑖 −  𝜃𝑖+1 =  𝛿𝜃 and ∀𝑗 , 𝜙𝑗 − 𝜙𝑗+1 =  𝛿𝜙   

 

Although ERP has become a popular representation format to store 
and transmit omnidirectional or 360º video content, it produces significant 
geometric distortions in regions near the poles due to non-uniform 
sampling density, which results from equal distances in the visual scene 

being represented by a different number of equally spaced pixels. Thus, 
the aspect ratio of the any object depends on its spherical position which 
makes object detection harder to achieve. Regarding the use of DL based 
approaches, in addition to the above-mentioned challenges, the lack of 
ERP labeled image datasets leads to an effort to be made by researchers 
to construct a decent dataset in terms of size, annotation richness, and 
scene variability and complexity [3]. 

In this paper, we show how to overcome the above-mentioned 
problems in a DL-based object detection framework using 
Equirectangular images. Firstly, a dataset acquisition stage along with the 
description of the steps required to reach the final dataset is described for 
better understanding the input of the proposed framework. Afterwards, 
we benchmark algorithms’ performance on conventional and ERP 
datasets to identify the main problems concerning those techniques. 
Finally, a framework which allows object detection tasks to provide 
improved results is described in detail.   

2  360º Image Dataset  

In the dataset acquisition process, the first step consisted of 
contributing to decrease the lack of labelled Equirectangular images. For 
that purpose, a 360º video camera was used to capture an urban 
environment to include different visual objects of all possible regions of 
spherical images in the dataset. To that purpose, the camera was firstly 
placed on a highly congested traffic locations to produce video recordings 
where people and vehicles were visible. Then, to enrich the dataset with 
high diversity viewpoints, object poses, and weather conditions, the same 
camera was mounted on the roof of a car, and videos were recorded while 
the car was moving. Finally, to fill the lack of aerial objects an unmanned 
aerial vehicle was controlled over pre-defined regions, simulating aerial 
intrusion in a private property, while the 360º camera was recording 
playing the role of an omnidirectional surveillance camera. Afterwards, 
the resulting video shots were processed to extract the most representative 
ERP video frames, originating a total of 779 omnidirectional ERP images 
that were labelled using an annotation tool to identify object classes and 
locations considering the following class labels: car, truck, bus, 
motorcycle, person, and unmanned aerial vehicle. 

2.1  Reference Performance on 360º Dataset 

After the 360º dataset acquisition stage, a reference performance 
evaluation of currently available deep learning (DL) networks was carried 
out, using conventional planar images with small FOV when compared 
with 360º images. Since the proposed test experiment required a 
conventional image labeled dataset, we investigated open-source 
available datasets related to urban environment. Among the wide range of 
available datasets that were found, the Cityscapes [4] dataset was chosen, 
due to its huge diversity and application scenarios. 

Therefore, taking as input, part of the Cityscapes dataset and 
preserving its primary organization (training, validation, and testing 
subsets), DL algorithms were trained through transfer-learning techniques 
to compare their performance on Cityscapes dataset and on the ERP 
dataset acquired in the scope of this work. 

Reference performance experiments consisted of training Single-Shot 
Detection (SSD) [5] and You Only Look Once (YOLO) v3 [6] networks 
on the conventional image dataset (Cityscapes) and compare the resulting 
accuracy performance on both datasets. Considering that Cityscapes 
subset does not contain all object classes covered by our 360º image 
dataset, we have only included results for car, bus, and person labels.  
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AP@0.5 (%) mAP@0.5 

(%)  car bus person 

Cityscapes 

subset 

SSD 73.2 65.8 74.3 71.1 

YOLOv3 76.3 67.1 75.3 72.9 

360º 

dataset 

SSD 47.1 28.3 41.5 39.0 

YOLOv3 49.6 30.1 44.7 47.7 

Table 1: Accuracy of DL algorithms trained on conventional image 
dataset, measured on conventional and 360º dataset. 

 
Despite the fact that accuracy significantly decreases from 

conventional to 360º dataset (as expected), both algorithms have 

demonstrated more difficulty to detect objects near the image centre than 

elsewhere (e.g. accuracy differences up to 40% were found between 

centre regions and others. Figure 1 depicts an example of a car located 

in the mid-region, which was not detected as the remaining objects. 

 
Figure 1: Predictions in ERP images. DL algorithms show more difficulty 
detecting objects in centre regions. 

 
Hence, we have considered the whole 360º dataset to evaluate the 

False Positives (FP) rate by image region. We have noticed that the 
described metric does not follow a uniform pattern, with higher values 
(63%) in the centre of the image than both left and right regions (16% and 
21%, respectively). Given the reference performance above, the main 
drawbacks are identified as the lack of accuracy of existing models and 
the correlation between non-detected objects and image regions.  

2.2 360º Dataset Training 

To tackle the previous limitations domain-specific training with data 
augmentation approaches was carried out. We used a set of DL algorithms 
applied to our 360º dataset to detect cars, UAVs, and people, including 
two variations of YOLOv4, YOLOv3 and tiny-YOLO on both versions 
(3 and 4). Moreover, two variations of SSD and Mask R-CNN [7] were 
also evaluated.  

The benchmarking analysis focuses on providing a detailed 
evaluation of the trained models, taking into consideration three 
fundamental performance metrics: mean average precision (mAP), to 
evaluate models’ accuracy, floating-point operations per second (FLOPs), 
considering the computational cost associated with each deep neural 
network, and, finally, the model complexity, given by the number of 
learning parameters. Each model inference speed has also been computed 
by measuring the elapsed time between receiving an image and when 
predictions are available. 

 

DL Network Parameters 
G-

FLOPs 
mAP 

Inference 

Time (ms) 

Mask R-CNN 250 628,94 89 2011 ± 4,23 

Standard YOLOv4 244 127,294 86 349 ± 5,83 

YOLOv4 - 800x448 244 123,416 82 403 ± 5,95 

Standard YOLOv3 235 139,558 80 398 ± 6,41 

SSD 512x512 286 163,262 73 451 ± 8,23 

Tiny-YOLOv4 22 6,793 65 171 ± 3,21 

SSD 300x300 97 56,452 61 220 ± 5,46 

Tiny-YOLOv3 33 5,454 59 193 ± 2,98 

Table 2: Results of DL algorithms trained on 360º images. 

 
Results presented in Table 2 demonstrate great improvements in 

terms of accuracy on detecting objects in ERP images compared to the 
same algorithms trained on Cityscapes subset (Table 1). However, the 
same experiment to provide FP rate by image region applied to these 
models has shown that this framework does not allow to meet high-
accuracy requirements of most demanding applications. 

3  Proposed Approach 

The proposed framework consists of adding a pre and post-processing 
stage to the default object detection framework, which provides 
predictions just taking an image as input. Due to the fact that objects 
located at the center tend to be smaller, which could crucial to justify 
different FP rates, we include two pipelines: one focusing the whole 
image, and another just concentrating on the middle region. To perform 
the second pipeline, we divide the middle region into two sub-regions, as 
depicted in Figure 2. 

To evaluate framework’s performance standard YOLOv4 was used as 
DL algorithm on both pipelines. Then, the resulting predictions from 360º 
dataset inference, were, successively, compared to the labelled objects to 
produce the final results. Although the measured inference time has 
increased, mid-level FP rate have demonstrated improvements, which 
leads to a more uniform FP rate by image region. Measured values have 
shown the referred metric has decreased from 63%, in the initial 
experiments, to 39% on the proposed framework. 

 
Figure 2: Proposed framework architecture with two stages. Results are 
aggregated with predictions from mid-region sub-divisions.  

4  Conclusion 

Automatic object detection in ERP images with high-level  accuracy 
created new problems that did not occur before in conventional images. 
Object distortion and unusual view pose as well as very-high image 
resolution tend to give rise to an extremely wide range of objects 
dimensions and aspect ratios across an image. Our initial experiments 
have demonstrated that a conventional framework does not provide 
uniform accuracy results across the whole image. The framework 
proposed in this paper allows to make non-detected objects by image 
region more uniform through two parallel pipelines: one for the whole 
image and the other focusing on the most problematic region, the center. 
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Abstract

The Corpus Callosum is an important brain structure, whose function is to
interconnect the brain’s hemispheres. The segmentation of this structure
is very challenging, but nowadays several automatic strategies to achieve
this goal already exist. In this paper it will be presented a deep learning
algorithm for the Corpus Callosum segmentation, using a U-Net model.
Also, in this work, a transfer learning approach was performed, where the
network was trained to execute the cerebellum segmentation, and the net
weights were stored to apply them to the Corpus Callosum segmentation
task.

The obtained results were very satisfying, achieving an average dice
score of 62.51% and 81.62% for the control and the autistic patients
group, respectively, making this methodology very interesting for Corpus
Callosum segmentation in diagnosis tasks, for example.

1 Introduction

The Corpus Callosum (CC) is a brain structure composed of white matter,
which connects the left and right brain hemispheres, being responsible
for the communication between them. This structure can reach approxi-
mately 10 cm of length and 1 cm of width, containing about 200 million
axonal projections [1]. Structural features of CC, like size and shape, are
correlated to neurological diseases, such as epilepsy, autism, schizophre-
nia, and dyslexia, for example. Thus, automatic and precise segmentation
can be advantageous for the diagnosis of these diseases, based on quanti-
tative CC features [2].

When compared to manual segmentation, an automatic approach is
easier to perform, saving time, and the segmentation result is independent
of errors inherent to human performance. Manual segmentation of the
CC is difficult by the fact that the fornix and the nervous tissue’s intensity
around the CC on MRI (Magnetic Resonance Imaging) images is very
similar to the CC’s intensity [2].

The U-Net is a convolutional neural network used recently for biomed-
ical images segmentation purposes. This specific network is composed
by a contracting (down sampling) and an expanding (up sampling) path,
symmetrically placed. The first one has the architecture of a common
convolutional network, composed by repeated perform of two 3x3 convo-
lutions, each pursued by a ReLU (Rectified Linear Unit) and a 2x2 max
pooling operation, responsible for the input images down sampling. The
function pooling has 2 as stride. In the down sampling path, the quan-
tity of feature channels is doubled at each step. On the other hand, the
expansive path is responsible for the up sampling of the feature map at
each stage followed by 2x2 convolution that reduces the feature channels
to half. The convolution output is concatenated with the correspondent
feature map on the same level in the descent path, reincluding the local-
ization information, and two 3x3 convolutions are processed, each one
followed by a ReLU. In the final layer a 1x1 convolution is applied to
map the resulting feature vector, formed by 64 components [3].

The U-Net is a good option for segmentation goals because it is ca-
pable of combining localized and contextual information, given by the
down sampling and the up sampling paths, respectively, making this net-
work more precise when compared with others, and doesn’t need a large
amount of data for the training task, making use of data augmentation.
Also, the use of a weighted loss function allows an accurate diagnosis
separating efficiently two objects of interest, since in the training task the

network gives more weight to the pixels between the objects as the dis-
tance between them decreases [3].

In this work, transfer learning was used to facilitate the learning pro-
cess for the CC’s segmentation, obtaining a more accurate and faster seg-
mentation. Transfer learning approaches allow the use of less labelled
training data. Succinctly, a network is previously trained for a different
segmentation task, in this paper the U-Net was trained with cerebellum
images, well segmented by the VolBrain platform [4], and then the knowl-
edge (features, weights) acquired are used on the contracting path, only
being necessary the training of the expanding path for the final goal, the
CC’s segmentation in this specific case. Some of the obtained images
using this approach can be seen in Figure 1.

2 Methodology

The U-Net described in the introduction was trained using images from
ABIDE dataset [5]. More specifically 32 images from the California In-
stitute of Technology were used for training, of which 19 were of autistic
patients and the rest were from control cases and 6 were used for valida-
tion of the model. The datasets partitions for training and validation were
chosen randomly. For testing the trained network, 5 images of normal
and 5 of autistic patients were randomly used, from the Carnegie Mellon
University image repository.

The images were all passed through the VolBrain MRI image pipeline
[4] to obtain MRI scans all on the same position and to obtain cerebellum
segmentations. To achieve CC segmentation, that will be used for model
optimization, the software ITK-SNAP [6] was used to segment each im-
age manually, since VolBrain does not segment this structure. Each slice
of the processed volumes was padded with zeros to reach a dimension of
256x256 pixels in width and length. This last procedure was necessary to
conform to the dimension requirements of the input image to the U-Net.

The training of the network was carried out in two stages. In the first
one the model was fed MRI images slices as an input and cerebellum
segmentations as an output, as a way to train the encoder of the model.
After completion of the first stage, the weights of the encoder’s layers
were locked to speed up training of the following part. On the second
stage, the model was trained using the same MRI images, as an input, and
CC segmentations as the desired output. Cerebellum segmentations were
chosen for this transfer learning method, because they represent a task
that is similar to the CC segmentation (same domain).

Each stage was trained using an Adam optimizer with a learning rate
of 0.0001 and a binary cross-entropy function. The training was consti-
tuted by 10 epochs, which were carried out in each stage of training. The
data fed to the network was augmented through random rotation opera-
tions (in a range of 10 degrees), random horizontal and vertical flips and
random shifts (in a range 0.1*image size) in the original image.

3 Results and Discussion

The training of this type of networks usually is performed using GPU.
However, it was ran in CPU, due to hardware limitations, taking more
time to execute the training task. For the cerebellum segmentation, the 10
epochs were performed in 21 hours and 53 minutes. For the CC segmen-
tation, the 10 epochs were performed in 22 hours and 35 minutes. The
accuracy per epoch obtained in training of both phases can be observed
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(a) (b) (c) (d)
Figure 1: CC segmentation in the anatomical planes: (a) axial; (b) coronal; (c) sagittal; (d) 3D representation;

(a) (b)
Figure 2: Voxelwise accuracy evolution in the training task through epochs: (a) cerebellum segmentation; (b) CC segmentation;

on Figure 2. After training, the automatic segmentation of each volume
could be completed within 45 seconds average.

Anyone seeking to reproduce the obtained results in this article should
try to use a GPU for training, since the process should become much more
time efficient, making it possible to run more epochs for a better under-
standing of the model. However, from the training history it is possible to
understand that both steps of training stabilize the segmentation accuracy
after 4 epochs for the training and testing datasets. This is not verified
on the testing dataset of the CC segmentation, where the accuracy fluctu-
ates a bit, approximately 0.0002%, so it was considered irrelevant. Such a
phenomenon may be explained by the random errors performed in manual
segmentation, that make it harder for the model to properly adapt, which
can also explain why the second stage of segmentation took longer than
the first one. With the use of transfer learning to segment the CC it is
possible to achieve higher accuracy values in less epochs, as can be seen
in Figure 2 (b), due to the fact that most of the training was already done
with the cerebellum segmentation dataset.

To evaluate the network performance, 5 MRIs of normal patients and
5 MRIs of autistic patients were automatically segmented, being one ex-
ample of this procedure represented in Figure 1, and compared against
the manual ones. To analyze the match of both segmentation a dice score
evaluation metric was used, due to its relevance in segmentation tasks.
The mean results for this metric was 62.51% for the control group and
81.62% for the autistic patients group.

The achieved results for dice score were satisfactory for both groups,
however the algorithm was more successful in the segmentation of brains
of autistic patients. The differences may be explained by different fac-
tors. The first one is related to the fact that the CC segmentation were
done manually by an untrained researcher, and as a result they are bound
to have many small random mistakes in them. In fact, in some sepa-
rate cases, the automatic segmentation seems better than the manual one,
meaning that the poor dice score achieved is not a good measurement of
the quality of segmentation. The second one is related to poor MRI im-
age quality after VolBrain treatment. Specifically one of the images used
in the control group was distorted, which caused the algorithm to falsely
label a region as CC, causing the drop in the mean dice score. Perhaps
more vast image augmentation procedures could be applied, to ensure that
the process remains robust, even when faced with this type of problems.
On other note, the training accuracy was significantly higher than in these
test volumes because the metric used was different due to the limitations
of the algorithm used.

4 Conclusion and Final Remarks

This algorithm was able to perform a good CC segmentation, obtaining
satisfactory results in the dice score evaluation metric. However, some

improvements can be done in the training task, like the execution of a
manual segmentation of CC by a specialist of the area, and the application
of more image augmentation procedures to increase the robustness of the
algorithm, leading to better dice score results.

The use of transfer learning had various advantages along this work.
First, this methodology was able to perform a good CC segmentation even
with the presence of some errors in the ground truth, since it was executed
by an untrained individual. Second, by using this methodology it is possi-
ble to achieve accurate segmentations of the desired anatomical structure
within few epochs. If a bigger dataset is used in the initial phase, it should
be possible to achieve even better results, easing the training for the end
user, allowing him to obtain a segmentation tool with a smaller dataset
and in shorter time.

The obtention of CC segmentation by an automatic system, like the
one that was described in this paper, can be used to support diagnosis
tasks, like the diagnostic of Autism Spectrum Disorder. Also, this algo-
rithm can be used to obtain an automatic segmentation of diverse struc-
tures, giving the possibility to obtain batches of data, which can be used to
study relevant properties (texture, edges, volume, etc.) of those structures,
allowing the progress of several science fields.
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Abstract

This paper presents a novel method to reduce the computational com-
plexity of intra-coded 360° video in Equirectangular Projection (ERP)
format. The proposed method is based on three Extremely Randomised
Trees models to predict the maximum partition depth that should be used
for intra-coding of the complex nested data structures (Quad Tree, Binary
Tree and Ternary Tree) used in the forthcoming video coding standard
(Versatile Video Coding). The results show that an average complexity
reduction of 31.35% is achieved, with a negligible loss of coding effi-
ciency of just 0.42%, outperforming other state of the art low complexity
solutions.

1 Introduction

Image and video data represent the majority of all internet traffic, due to
new applications and emerging services using mixed reality, namely 4K
and 8K resolutions, cloud gaming, self-driving vehicles, smart surveil-
lance systems, among others. These advanced services and applications
require very high resolutions and complex compression algorithms. Thus,
standardisation efforts specifically targeting emerging video formats, such
as 360° video [5] are in place. Specifically, the Joint Video Exploration
Team (JVET) is developing the forthcoming video compression standard,
named Versatile Video Coding (VVC), to face the challenging require-
ments posed by higher resolutions and new visual representation formats.
This new standard greatly increases the coding efficiency of its predeces-
sor High Efficiency Video Coding (HEVC). However, such improvement
is achieved at the cost of a great deal of additional computational com-
plexity. As the VVC encoder is 7 to 9 times more complex than HEVC
[10], fast computational methods are of utmost importance to ease adop-
tion of the this standard and to meet implementation constraints.

Historically, previously proposed methods to reduce the complexity
of video encoders focus on reducing the number of tests performed by
the Rate-Distortion Optimisation (RDO) method, or by replacing such
process by a fast decision algorithm that avoids the computation of each
block coding cost, aiming to reduce the number of methods used to parti-
tion the Coding Tree Units (CTUs) into Coding Units (CUs). This process
is even more complex in VVC than in HEVC, given that besides Quadtree
(QT) partitions, two more partition types have been added, namely Binary
Tree (BT) and Ternary Tree (TT) partitions. To tackle this problem, Na
Tang et al. leverage the Canny Edge detector to preform early termination
if the CU is uniform enough, or select horizontal or vertical partitions,
depending on the ratio between the number of horizontal and vertical de-
tected edges [8]. Jing Cui et al. base their decision upon the gradients of
the CU, to choose what partition type should be applied to the CU [2].
Thomas Amestoy et al., take advantage of a number of features fed into a
set of Random Forests models trained for each partition depth, to decide
whether QT or BT should be applied [1]. Genwei Tang et al., on the other
hand, propose a Split/No-Split approach where a shape-adaptive Convo-
lutional Neural Network replaces the RDO process and to decide whether
a given CU should be or not further split [7].

In this paper, we propose an off-loop early termination method, that

Table 1: Summary of the used features.

ID Feature

1 Latitude of the centre point of the CTU
2 Secant of the latitude of the centre point of the CTU
3 Spatial Information
4 Std. Dev. of Sobel filtered CTU along x
5 Std. Dev. of Sobel filtered CTU along y
6 Std. Dev. of Sobel filtered bottom left fourth of CTU, along y

leverages three Extremely Randomised Trees (ERT) models to predict the
maximum partition depth per partition type (QT, BT and TT), that can
be achieved in a given CTU. Once the maximum partition depth for a
given partition type is achieved, no further partition of the same type is
performed. The remainder of the paper is organised as follows: section 2
presents a detailed description of the proposed method, section 3 presents
the achieved results and, finally, some conclusions are drawn in section 4.

2 Proposed Method

The proposed method extracts off-loop features from a given CTU, feeds
them into tree ERT models (one for each type of partition, i.e. QT, BT,
and TT), that predicts the maximum depth (per partition type). This lim-
its the partition depth that is going to be tested by the RDO process. For
example, if the models predict that the maximum depth of the QT, BT, and
TT partitions are 2, 2, and 2, respectively, it means that only two depths
of each partition type will to be tested, greatly reducing the total num-
ber of hypothesis to be tested using RDO, and thus reducing the overall
complexity of the encoding process.

It is worthwhile to notice that not all CUs resulting from the RDO pro-
cess present the maximum estimated complexity, since larger CUs may be
more suitable to certain regions of the CTU. However, in order to limit the
impact of this early termination method in the coding efficiency, only the
maximum depths are estimated. In other words, if the predictive models
had 100% accuracy, this method would have had absolutely no impact on
the coding efficiency. Therefore, all coding efficiency losses are directly
caused by the models mis-classification.

2.1 Features

Initially, a set of 56 features was extracted from the CTUs of the train-
ing dataset. Then, ERT models were used to preform Recursive Feature
Elimination (RFE).

Features 1 and 2 from Table 1 take advantage of the geometric char-
acteristics of the Equirectangular Projection (ERP) [6]. As noticed in
[4], most of the coding complexity related to the ERP format is clustered
near the equator, while regions near the poles tend to require lower com-
plexity. Furthermore, it can be demonstrated that the ERP distortion that
originates regions of lower complexities has a direct relationship with the
secant(l) of the latitude (l). Therefore, Feature 1 discriminates the verti-
cal position of a given CTU, while Feature 2 is related to the distortion that
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spawns the low complexity regions. Feature 3 is the Spatial Information
[9], while Features 4 and 5 discriminate between the horizontal and verti-
cal directions, respectively. Finally, to capture finer detail, the CTUs were
split into four smaller squares of 64 by 64 pixels, and the same spatial
features were computed to each of these squares. The standard deviation
of the bottom left square along the y direction was deemed relevant to
predict the maximum CTU partition depth, by the RFE process.

2.2 ERT Model

The advantages of ERT over Random Forests, arise from the method used
to choose attributes and cut-points while cutting a tree node. In Random
Forest this is done by finding the local optimum cut-point for each feature,
using a metric such as Information Gain. In ERT, a set of cut-points is
randomly generated for each feature. Then, the cut-point from the set that
yields the best accuracy is selected. Furthermore, in ERT each decision
tree is trained over the entire training dataset.

The three ERT models were trained to predict the maximum parti-
tion depth for each of the partition schemes (QT, BT, and TT). To achieve
this, a training/testing dataset was generated by encoding the 10 ERP se-
quences recommended by [3], in all intra configuration and QP = 22, and
then registering the maximum depth achieved by each partition type for
all CTUs in the frame. Furthermore, a set of 6 features mentioned in
Section 2.1 was extracted for each CTU.

Finally, the ERT models were trained and tested using Cross-Validation,
such that the models were trained using data from 9 sequences and then
tested against the remaining one. Using this methodology, the QT model
achieved an Average Accuracy on the test dataset of 71± 6%, the BT
model 67± 12%, and the TT model 92± 7%. Leveraging the 0-1 loss
metric, we can approximate the bias and the variance of each of the 3
models. The QT model presents an estimated bias of 29% and an esti-
mated variance of 6%, the BT model bias of 33% and variance of 12%,
and the TT model bias of 8% and variance of 7%. This shows that the TT
model presents low levels of both bias and variance, as desired, indicating
that this model present neither over nor underfitting. Regarding the QT
and BT models, a relatively low variance and higher bias is presented,
indicating some level of underfitting.

After the three models have been trained, they were implemented
within the VVC encoder and the respective functions are called each time
a new CTU is encoded. Then, the partition depth limits are updated ac-
cording to the prediction of the models. Some constrains were imple-
mented in the encoder, so that no partition depths above the predicted
maximum are evaluated by the RDO process. It is worthwhile to note that
this off-loop approach has the advantaged that the models are required to
run only once per CTU, resulting in negligible complexity overhead. In-
loop approaches often have to compensate the introduced overhead, since
their functions are typically called several times during the encoding of a
single CTU.

3 Results

The proposed method was evaluated by measuring the processing time
required to encode each of the 10 sequences, and then comparing the time
and coding efficiency with the same sequences encoded using the standard
VVC reference software (VTM 8.0). All sequences have a 4432 by 2216
resolution, and were encoded using all intra configuration, next profile,
and a set of 4 QPs (22, 27, 32, and 37), in order to compute Bjontegaard
Delta Rate (BD-Rate). This metric was used to evaluate the coding ef-
ficiency, while the complexity was evaluated by computing the average
across the 4 QPs of the difference between the encoding time using the
proposed method and using the reference VVC, normalised to the encod-
ing time of the latter.

Table 2 shows these results for all 10 sequences. In all cases, the pro-
posed method presents significantly reduced complexity, when compared
to the unaltered implementation of VVC, with a negligible loss of coding
efficiency, that is less than 1% for 9 out of the 10 cases. In fact, the pro-
posed method presents on average 31.35% complexity reduction, with an
average increase in bitrate for a given visual quality of about 0.42%.

Moreover, if one divides the average complexity reduction by the BD-
Rate, to determine the percentage of complexity reduction that a given
method can achieve per each 1% of BD-Rate loss, we can conclude that

Table 2: Results for the proposed method.

Sequence BD-Rate (%) Avg. Complex. Reduction (%)

Harbor 0.79 −26.00
KiteFlite 0.42 −28.46
Balboa 0.36 −31.43
BranCastle 0.24 −35.71
Broadway 0.36 −31.23
Landing2 0.30 −35.88
SkateBoardInLot 0.96 −36.45
ChailiftRide 1.06 −35.92
Trolley 0.42 −31.27
Gaslamp 0.72 −25.69
Average 0.42 −31.35

the proposed method achieves a ratio of 74.30, outperforming other state
of the art methods, such as [8] (23.39), [7] (33.75), [2] (50.00), and [1]
(52.63).

4 Conclusions

In this paper we propose a novel algorithm, that leverages 3 ERT models
to predict the maximum partition depth of each partition type (QT, BT, and
TT) for every CTU in intra frames of 360° video sequences in ERP format.
The prediction is used in a modified version of the VVC, to limit the RDO
process to depths smaller than the maximum partition depths predicted
by the models. The proposed method achieves an average complexity
reduction of 31.35%, with a negligible average coding efficiency loss of
just 0.42%. Additionally, the proposed method is able to outperform other
state of the art low complexity solutions, such as [7, 8].
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Abstract

In this work, we present a comparison of different deep learning methods
to classify images of uterine tissue collected from hysteroscopy exams.
The considered solutions are based on the use of different convolutional
neural networks and transfer learning strategies and they are applied to
two distinct classification problems: i) fully automatic classification of
hysteroscopy images and ii) semi-automatic classification of pre-selected
portions of hysteroscopy images.

The obtained results testify the potential limitations of deep learning
approaches in the presence of very limited training data in the detection
of uterine polyps from normal endometrial tissue, where a maximum ac-
curacy of 74% has been achieved. On the other hand, when applied to
a semi-automatic task where significant portions of the images are pre-
selected, the considered deep learning solutions achieve accuracy values
above 92%, also in the presence of a reduced amount of training data.

1 Introduction

Hysteroscopy is a routine gynaecological procedure, which involves in-
sertion of a small camera transvaginally into the uterine cavity in order
to identify abnormalities, and in many cases treat them at the same time.
As with any surgical procedure, there is a risk of complications, which is
overall very low, however in some cases they can have serious long-term
consequences. One of the most relevant complications is uterine perfora-
tion (UP). The reported incidence of UPs varies from country to country
and is reported between 0.12 to 3% in Germany [2], Holland [3], and
France [1]. The reason UPs are a concern is that in rare cases they can
lead to major haemorrhage, which can require a life-saving hysterectomy.
In other cases, UPs can be associated with injury to the bowel, bladder and
ureters which often require additional surgical procedures and long-term
treatment. In the context of pregnancy, UPs can lead to uterine dehiscence
during pregnancy or delivery, which can be life-threatening for the mother
and child. Another very rare long-term complication is the formation of
fistulas between the abdomen and the uterus.

These rare, but potentially severe complications underline the need
for creating computer assisted decision (CAD) systems for hysteroscopy,
able to actively recognize the different kinds of tissues explored during
the exam in order to further increase the safety of the procedure. A first
step in this direction is represented by the development of a classifica-
tion algorithm able to differentiate different types of uterine tissues from
images collected during hysteroscopy.

Although, to the authors knowledge, there are no works in the liter-
ature that specifically addressed the problem of classifying images col-
lected during hysteroscopy exams, deep convolutional neural networks
(CNNs) are currently regarded as the state-of-the-art for several related
biomedical image classification applications. For example, a study done
for the classification of endoscopy images of small intestine tissue based
on CNNs achieved higher classification sensitivity and shorter reading
times than a conventional analysis done by gastroenterologists [5]. Simi-
larly, deep neural networks have been shown to outperform doctors in the
accurate differentiation of tiny colorectal polyps [4].

In this paper, we consider two classification tasks on hysteroscopy
images that aim to discriminate between normal endometrial tissue and
endometrial polyps (Figures 1 and 2). The first task consists in a fully
automatic classification of hysteroscopy images, whereas the second task

depicts a semi-automatic scenario where pre-selected cropped images are
classified via deep CNNs.

2 Methodology

2.1 Materials

A total of 270 images of size 720× 576 were collected from 25 patients
during hysteroscopy exams perfomed in an outpatient clinic (OC) sce-
nario. In addition, further 230 images were extracted from 11 videos of
resolution 1440× 1080 recorded during hysteroscopy exams performed
under general anaesthetic (GA) in the operating room.

The images in the obtained dataset were divided into two classes by
an experienced gynaecologist: normal endometrial tissue (Figure 1) and
endometrial polyps (Figure 2). The first class contained 140 images of
13 patients from OC hysteroscopies plus 110 images extracted from hys-
teroscopy videos of 8 patients. Moreover, 130 images of 12 OC patients
plus 120 video frames from 7 GA hysteroscopy patients were included in
the second class (Table 1).

Figure 1: Example of image of nor-
mal endometrium tissue.

Figure 2: Example of image of en-
dometrial polyp .

The dataset for the semi-automatic classification task was generated
from the previous dataset (500 images from 40 patients) by cropping four
different significant portions from each image.

Tissues No of images Cropped images No of patients
Normal endometrial 140+110 1000 13+8
Endometrial polyp 130+120 1000 12+7

Table 1: Division of images into normal endometrial tissue and endome-
trial polyp classes

2.2 CNN architectures and training

In this work, two different convolutional neural network architectures
were considered: VGG-16 and ResNet-50, as they demonstrate excel-
lent performance in a variety of related biomedical image classification
tasks. In addition, the sets of weights of these architectures trained over
the ImageNet dataset are publicly available.

VGG-16 and ResNet-50, as they demonstrate excellent performance
in a variety of related biomedical image classification tasks.

Thus, for each network architecture, VGG-16 and Resnet-50, three
different transfer learning schemes were considered: i) combination of
feature extraction and fully connected layers (FE+FC), ii) combination of
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feature extraction and suppor vector machines (FE+SVM), and iii) fine
tuning of convolutional and fully connected layers (FT+FC) , where in
all three configurations, the networks were pre-trained over the ImageNet
dataset.

Feature extraction consists of freezing the convolutional base of the
pre-trained model to prevent the weights of these layers from being up-
dated during training. On the other hand, the fully connected layers of
the network are trained from scratch with the data of the considered task,
to allow adaptation of the classification to the data set and the analyzed
classes. When combining feature extraction with a support vector ma-
chines (SVM), the features obtained from the convolutional layers of the
pre-trained networks are used as input of an SVM which is trained over
the data of the considered task.

In the case of fine adjustment, only the four layers of the convolu-
tional base are frozen for both VGG-16 and ResNet-50. The remaining
convolutional layers and fully connected layers are fine tuned using the
data of the considered task in order to extract features more related to the
particular classification task and to allow better adaptation of the classi-
fier. Note that re-training some of the convolutional layers with the dataset
of the specific task considered allows a greater adaptation of the network
for the classification objective, but reduces the robustness against overfit-
ting, given the greater number of parameters trained with the small size
dataset.

In order to better cope with the reduced size of the available training
dataset, data augmentation is applied to all the training configurations.
In particular, for each of the training images, 5 different transformations
were considered including rotations, mirroring, zooming, and brightness
level adjustment.

All networks were trained for 50 epochs, using the Adam optimizer
with learning rate 0.0001 and mini-batch size of 32. Additionally, a
dropout of 0.4 was used in two layers for each network, between the fully
connected layers.

3 Results

In this section, we report the classification results obtained with the dif-
ferent CNN-based setups described in Section 2.2 for the fully-automatic
and semi-automatic classification of endometrial images. The classifi-
cation performance is evaluated using the following metrics: accuracy,
precision, recall, and F1-score.

For both classifications task, the images in the dataset were randomly
divided into 80% training images and 20% test images, guaranteeing that
images from patients in the test set could not be included in the training
set. The classification results for this task are reported in Table 2.

VGG-16 ResNet-50
Valores FE+FC FT+FC FE+SVM FE+FC FT+FC FE+SVM

Accuracy 0.67 0.54 0.64 0.70 0.74 0.70
Precision 0.69 0.52 0.60 0.70 0.67 0.64

Recall 0.62 0.90 0.86 0.70 0.94 0.92
F1-score 0.65 0.66 0.70 0.70 0.78 0.75

Table 2: Comparison of different transfer learning techniques applied to
the VGG-16 and ResNet-50 architectures for the fully automatic classifi-
cation.

It can be observed that the classification performance is, in general,
not very satisfactory, even if a slight advantage is obtained when using
the ResNet-50 architecture. The poor performance registered is mainly
caused by the lack of a larger training set, thus leading to significant over-
fitting, and by the presence of specific features in the images that can
lead to misclassification. In particular, several errors are observed in the
classification of images of normal endometrial tissue, since a significant
portion of them contains the channels of the fallopian tubes (Figure 3),
which are often confounded with the presence of polyps. On the other
hand, the proposed algorithms often fail in detecting small polyps from
images (Figure 4).

Table 3 contains the results obtained when applying the CNN-based
methods described in Section 2.2 to the semi-automatic task of classify-
ing pre-selected cropped images from the original dataset. In this case
the proposed, architectures are able to achieve significantly better per-
formance, thus guaranteeing reliable discrimination between endometrial
polyps and normal tissue.

Figure 3: Example of image from
normal endometrium with fallop-
ian tube channel.

Figure 4: Example of image with
the presence of a small polyp.

VGG-16 ResNet-50
Valores FE+FC FT+FC FE+SVM FE+FC FT+FC FE+SVM

Accuracy 0.96 0.93 0.92 0.95 0.95 0.96
Precision 0.97 0.89 0.89 0.92 0.92 0.94

Recall 0.94 0.97 0.96 0.99 0.98 0.99
F1-score 0.96 0.93 0.93 0.96 0.95 0.97

Table 3: Comparison of techniques in the transfer learning application to
the VGG-16 and ResNet-50 architecture for the semi-automatic classifi-
cation.

The data considered for this tasks are portions of the original images,
which may facilitate the training of the network due to the 4x increase of
the dataset size. This has allowed the network to extract the necessary
characteristics in order to distinguish the classes. Moreover, the consid-
ered cropped images represent lower-dimensional data with reduced vari-
ability, thus simplifying the corresponding classification task.

4 Conclusion

The problem of classifying images obtained from an hysteroscopy exam
using CNN-based classifier was considered. Different network architec-
tures and transfer learning techniques were tested to discriminate normal
endometrial tissue images from endometrial polyps.

When considering a fully automatic classification of hysteroscopy im-
ages, the use of fine tuning on a ResNet-50 architecture pre-trained over
the ImageNet dataset is shown to provide interesting classification results
even in the presence of a strictly reduced training dataset.

On the other hand, classification of pre-selected portions cropped
from the original images is shown to be reliably performed even with such
a small training dataset, due to the reduced variability of the considered
samples.
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Abstract

In this paper, we study and implement a method to detect ships during
maritime surveillance missions. We implement a cascade model with a
detection part followed by a segmentation stage. We use two convolu-
tional neural networks, one for each section. With detection, we select
the most likely regions to contain a ship, and after we segment those re-
gions to identify the targets. We train the model with maritime datasets,
and then we test it on the Airbus Ship detection challenge. The cascade
model is capable of real-time ship segmentation, achieves a score of 0,82
in the challenge, and processes one image in 0,1 seconds.

1 Introduction

Maritime surveillance is a need for a country with a coast to prevent, dis-
courage, and punish catastrophic and illegal events. Therefore, it is nec-
essary to control all maritime activities. According to [1], Portugal has
a coast with 943 kilometers and an exclusive economic zone (EEZ) with
almost two million square kilometers divided into three regions. So, due
to the amount of area, it is crucial to develop efficient and cost-effective
tools. Unmanned Aerial Vehicles (UAVs) are flexible and extensible sys-
tems that can incorporate a vast number of sensors [2]. With them, we
release a considerable amount of human resources. Image segmentation
breaks the image down into meaningful regions, and we can separate a
ship from the rest of the frame and estimate the ship size and route. Then,
it is possible to compare the data with the automatic identification sys-
tem (AIS). Plus, after applying segmentation, we can use techniques on
the pixel level to improve ship detection performance. Object segmen-
tation is a challenging task, especially when we are using images cap-
tured by UAVs because it is affected by factors like scale, perspective,
and illumination variations. Images with glare and waves may confuse
the model, which makes the segmentation task harder. The goal of this
work is to implement an automatic real-time maritime surveillance sys-
tem using drones with onboard cameras.

The main contribution is the development of a two stages system to
perform ship segmentation. We present a cascade model with detection
and segmentation, which makes the ship identification faster. The al-
gorithm has two different stages: first, we use a fast detection network
to search for possible ship locations regions, then we pass these regions
through a segmentation network, thus narrowing the image region where
segmentation is performed, which significantly improves the overall im-
age processing time.

2 Related work

Since 2012, when A. Krizhevsky et al. [3] trained a convolutional neural
network (CNN) on ImageNet and achieved outstanding results, the use of
deep learning methods for detection and segmentation has increased expo-
nentially. They have shown that with more layers (more depth), networks
exhibit significant performance improvement. In detection algorithms, we
try to generate a bounding box (BB) around the detected objects. In [4],
R-CNN, Region with CNN features, takes an image as input and identifies
where the primary target is. [5] presents a different approach to perform
object detection with a network called YOLO - You Only Look Once.
They treat object detection as a regression problem to separate BBs and
to associate class probabilities. YOLO applies a single CNN to the full
image, divides the image into regions, predicts BBs, and a score for each
one.

Figure 1: Segmentation system global architecture.

To successfully train a deep neural network many training samples are
required. [6] presents an architecture and a training strategy with effective
use of data augmentation to use the available training samples efficiently.
The classification network proposed, U-Net, performs image segmenta-
tion by class and predicts a mask, which separates all the objects. This
network has a U structure, and on the left side is done a contracting path
to capture context, encoder. The right side has an expanding part that
enables precise localization.

The authors of [7] use recorded detect data to help to detect a vessel.
They investigate how temporal features could improve ship detection in
video sequences captured by small aircraft. So, they build a convolutional
Long short-term memory to learn those features and increase ship de-
tection. [8] proposes a ship detection method in challenging surveillance
conditions. They track vessels with a correlation filter complemented with
image segmentation. To compensate for drifts in the correlation filter,
they apply blob analysis to re-center the target in the tracking window.
[9] presents a robust detector for aerial images. They modify a CNN and
create tracks with the successive detections to predict the position of the
objects in future frames.

3 Methodology

Our algorithm contains two phases: first, it applies image detection to
identify possible locations of the ship, and then, these regions are seg-
mented to check if there are ships. With these two parts, we intended to
turn the segmentation task faster and better because we discard a consid-
erable amount of background. So, now we are focused on segmenting
particular regions of the image with a high probability of containing a
ship. Then, the possibility of over-segmentation and miss segmentation
will decrease. Figure 1 shows the system global architecture.

Our approach uses a detection network before segmentation to delete
a considerable part of the image background. So, the cascade model with
detection and segmentation has to be quicker than full image segmen-
tation. We will use the YOLO network since it can process images in
milliseconds, and it is computationally efficient. We implemented the
YOLO-tiny version, which has 24 layers, and most are convolutional and
max-pooling layers. In YOLO, we can adjust the detection threshold:
when we set it to a specific value, the network only displays objects de-
tected with a confidence score above that value. So, we can build a rigid
detection model which only detects objects with a high detection prob-
ability or a permeable model that detects objects with a low confidence
score. In the first case, we could miss a vessel in the image, and in the
second case, the network can identify ocean regions as a ship. In this first
stage, it is necessary to have a high recall. Even if we get some false
positives, there is no problem because, in the segmentation stage, we will
filter them. Therefore, regions with waves or sun glare are mostly like to
be in the region proposals. These areas can be easily confused as a ship.
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Dataset Recall True Positive False Negative False Positive
kaggle 0,9 63 7 504
Seagull 0,86 115 19 1233

Table 1: Detection network results with a threshold=0,001.

Label Dataset NoBB IoU
From dataset Kaggle 382 0,94

Our Kaggle 386 0,89
Our Seagull 494 0,91

Table 2: Segmentation results with encoder densenet121.

Next, we need to identify the ship using segmentation. Thus, we pro-
cess an image to identify a class for each image pixel. In our case, there
are two labels: background and ship. Following that, we find a cluster that
represents the vessel, and we can get the target size and shape. We use
the U-Net to perform semantic segmentation because it is efficient and
produces good results with few training samples. In image segmentation,
we have to convert the feature map into a vector to classify the pixels
and then reconstruct the image from this vector. U-net uses the same
feature maps that are used for the contraction to expand the vector to a
segmented frame. Then, we preserve the structural integrity of the image
and decrease the output distortion. Networks like U-net have an encoder-
decoder architecture. For the encoder, we will use different architectures
and study how it affects performance. Sometimes we have multiple BBs
per image, and we need to group them to reconstruct the full segmented
mask. We use the BB mask aggregator module.

4 Experiments

Since we are using deep learning methods, we need to train both net-
works with samples. So, we used RGB images from the Seagull and
Kaggle dataset, [10] and [11], respectively. Once we have two networks,
we divided the training phase into two steps. First, we trained the YOLO
network with images from both datasets, 45000 each. Then, we passed
a set of 20000 images through YOLO, and we used the BBs results to
train the U-net. For both networks, we split the set in 70%-30% for train-
ing and validation. Plus, for segmentation, we tried multiple encoders,
like ResNet, Densenet121, and Inceptionresnetv2, all pre-trained on Im-
ageNet. Additionally, we tested various loss functions, focal, dice, and
cross-entropy losses, also varying the batch size.

We trained and tested both networks using a Keras implementation
with Tensorflow, running on an Nvidia GTX1070 Ti. As a test set, we
chose images from both datasets, 575 frames. Since in the Seagull dataset,
the label is a BBs, we had to segment each image manually. Furthermore,
we tested our cascade model in the Airbus Ship detection challenge [11].
We submitted the segmentation results for a set of images, then based on
the f2-score and IoU metrics, we got a Kaggle score.

5 Results

To evaluate our method, we tested both networks. For the detection stage,
we searched for the best threshold value, with th=[0,00001; 0.5]. Table
1 shows the accuracy and recall for the best threshold, th=0,001. Despite
a high number of BBs provided by YOLO, we remove between 93-95%
of the background image, which turns the next stage quicker. To evalu-
ate the segmentation task, we passed through the U-net the BBs from the
detection network. Table 2 shows the IoU result for three test sets with
densenet121 as an encoder, batch size of 16, and a combination of focal
and weighted dice losses. Plus, we submitted our solution to the Kaggle
challenge, and we compared it with full image segmentation. Table 3 dis-
plays the difference between the two methods, and the cascade model has
a better score in less time. According to [11], the best method achieved
a score of 0.85, and our method got a lower score, 0,82. However, we
decreased the processing time per image by reducing the search space in
the segmentation stage. The proposed model provides real-time ship seg-
mentation, by achieving an average processing rate of 10 images second.

Method Kaggle score Time/image [s]
Full image segmentation 0,71 1,47

Detection + Segmentation 0,82 0,1

Table 3: Airbus kaggle challenge results.

6 Conclusions

This paper presents a contribution to performing fast and accurate mar-
itime ship segmentation. This method has two main stages, in the first
part, we extract possible ship location regions, and then we segment these
regions to identify the ship. The initial stage allows removing unnecessary
parts of the image to identify the target, which speeds up the segmentation
part. In aerial images, a ship is a small target, and it is easily confused with
the background. With this cascade model, we decrease detection failures
and improve the segmentation mask. We tested our method on the Airbus
Ship detection challenge, and we achieved a score of 0,82. The best re-
sults got a score of 0,85 in the challenge. However, our cascade model is
capable of real-time detection since, on average, an image is processed in
0,1 seconds.
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Abstract
Lossless data compressors and small Turing machines can approxi-

mate the quantity of information present in a digital object. In this paper,
we describe and compare these approaches of measuring unsupervised
probabilistic and algorithmic information on images (2D) with different
characteristics. We use the Normalized Compression (NC) employing the
data compression PAQ8 and compare it with the Block Decomposition
Method (BDM) and show some advantages and limitations of both mea-
sures.

1 Introduction
There are several approaches to quantify the amount of information.

Kolmogorov described three, namely combinatorial, probabilistic, and al-
gorithmic [4]. While the Kolmogorov complexity is non-computable,
it can be approximated with programs for such purpose, such as data
compressors, using probabilistic and algorithmic schemes. Practical ap-
plications to approximate the Kolmogorov complexity for multiple di-
mensional digital objects have been developed using Turing machines
[6, 7] and data compressors [3]. Recently, Zenil et al. have shown that
this methodology has a closer connection to algorithmic information than
other measures based on statistical regularities [7], namely fast lossless
compression methods, for sources that follow algorithmic schemes. One
of the applications of information theory is to measure image informa-
tion. Herein, we define an image’s quantity of information as the smallest
number of bits required by a model to represent an image losslessly. To
perform this task, the model searches for unknown patterns of similar-
ity between sub-regions of the image and uses this information to cre-
ate this compressed representation of the image, relying exclusively on
the two-dimensional pixels’ patterns without using exogenous informa-
tion. In this paper, we describe and compare solutions for unsupervised
measures of probabilistic and algorithmic information in images (2D) of
different datasets. We use the Normalized Compression (NC) employ-
ing PAQ8 data compression tool and compare it with the Block Decom-
position Method (BDM) [7], and the inherent Coding Theorem Method
(CTM) measures [2]. The BDM is an information-based measure that
uses small Turing machines to approximate the algorithmic information,
approximating to the Shannon entropy as a fallback mechanism.

2 Methods
In this section, we describe the Normalized Compression (NC) and

two Block Decomposition Method (BDM) normalizations.

Normalized Compression (NC)
An efficient compressor, C(x), gives a possible approximation for

the Kolmogorov complexity (K(x)), where K(x) < C(x) ≤ |x| (|x| is the
length of string x in the appropriate scale). Usually, an efficient data
compressor is a program that approximates both probabilistic and algo-
rithmic sources. Although the algorithmic nature may be more complex
to model, data compressors may have embedded sub-programs to handle
this nature. For a definition of safe approximation, see [1]. The normal-
ized version, known as the Normalized Compression (NC), is defined by
NC(x) = C(x)

|x| log2 |A| =
C(x)
|x| , where x is a string, C(x) is the compressed size

of x in bits, |A| the number of different elements in x (size of the alphabet)
and |x| the length of x. Since we consider a binary matrix of each image,
|A| = 2, log2 2 = 1. Given the normalization, the NC enables to compare
the information contained in the strings independently from their sizes [5].

If the compressor is efficient, then the compressor is able to approximate
the quantity of probabilistic-algorithmic information in data.

Normalized Block Decomposition Method (NBDM)
Another possible approximation to the Kolmogorov complexity is

given by the use of small Turing machines, where these small computer
programs approximate the components of a broader representation. The
Block Decomposition Method (BDM) extends the power of a CTM, ap-
proximating local estimations of algorithmic information based on the
Solomonoff-Levin’s algorithmic probability theory. In practice, it ap-
proximates the algorithmic information and, when it loses accuracy, it
performs like Shannon entropy. Since in this article we intend to perform
a direct comparison of both measures, we first considered the normaliza-
tion of the BDM (NBDM1), given by the number of elements (length) of
the digital object: NBDM1(x) =

BDM(x)
|x| log2 |A| =

BDM(x)
|x| . However, the nor-

malization of the BDM is usually performed using a minimum complex-
ity object (BDMMin) and a maximum complexity object (BDMMax). A
minimum complexity object is filled with only one symbol, like a bi-
nary string of only zeros. In contrast, a maximum complexity object is
an object that, when decomposed (by a given decomposition algorithm),
yields slices that cover the highest CTM values and are repeated only
after all possible slices of a given shape have been used once. Using
these two objects, the NBDM2 for a given string can be computed as
NBDM2(x) =

BDM(x)−BDMMin
BDMMax−BDMMin

, where BDM(x) is the BDM value of that
string, BDMMin is the minimum complexity object, and BDMMax is the
maximum complexity object. Kolmogorov complexity is invariant only
up to a constant factor, which depends on the choice of a description lan-
guage K =K′+L, where K is the total complexity, K′ is the description of
the object and L is the description of the language. As such, by performing
the normalization according to Equation 2, the normalization is aiming to
remove the constant factor as K−KMin

KMax−KMin
=

K′+L−K′Min−L
K′Max+L−K′Min−L =

K′−K′Min
K′Max−K′Min

,

where KMax and KMin are the maximum and minimum Kolmogorov com-
plexity objects and K′Max and K′Min are the maximum and minimum Kol-
mogorov complexity description of the objects.

3 Results and Discussion
In order to compare NC with BDM, we performed three types of tests.

Namely, we compared the robustness of both measures according to in-
creasing rates of random pixel changes in paintings, tested their applica-
tion on different types of images, and made an assessment of the minimal
information bounds. In the first test, we assessed the impact of an increas-
ing rate of pixel editions using a pseudo-random uniform distribution and
compared both information-based measures. This approach is not identi-
cal to image noise, but rather a pure edition of pixels. For the purpose, we
selected a painting from three authors (Theodore Gericault, Marc Cha-
gall, and Rene Magritte), making 50 adulterated copies of each painting
with increasing edition rate (from 1 to 50%). Finally, we measured the
NC (Eq. 2), the NBDM1 (Eq. 2), and NBDM2 (Eq. 2) in all the paintings.
Figure 1 (A) depicts the values obtained for the NC and BDM. The re-
sults show that, when using the same type of normalization, NC is more
robust to the increment of pixel edition than NBDM (NBDM1). On the
other hand, whereas NBDM1 considers the normalization by the length
of the input object, NBDM2 performs a normalization that aims to mimic
the removal of the constant factor related to Kolmogorov complexity (see
Eq. 2). Since the NBDM2 normalization does not take into account the
constant of the description language, it shows a more robust behavior than
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NBDM1, which increases rapidly with the increase of pixel edition. Since
NC and NBDM1 have the same type of normalization, we will focus on
comparing these normalizations from now on.

Figure 1: Evaluation of Information-based measures. (A) Impact of in-
creasing pseudo-random substitution on information-based measures: NC
(approximated using the PAQ8 algorithm) and two BDM normalizations
(NBDM1 and NBDM2). (B) NC and NBDM1 for different types of im-
ages. (C) Image transformation pipeline leading to BDM underestimation
of the amount of information contained in the transformed object.

In the second test, we applied both measures to six datasets with dis-
tinct nature (9 images each) to understand how NBDM1 and NC behave
with different types of images. The six datasets were: artistic images
from 2 different datasets; cellular automata images; diabetic retinopathy
images; chest computed radiography (CR) images and photographic im-
ages. The results are depicted in Figure 1 (B). Overall, the majority of the
datasets show similar behavior regarding the NC and NBDM1. The ex-
ceptions to this are the CR and cellular automata datasets, which exhibit

a more algorithmic behavior. The latter dataset is constituted by images
created with small programs with simple rules. Whereas the compressor
has difficulty compressing this type of images, the BDM can determine
their algorithmic nature and thus attribute them with minimal value. This
outcome shows the importance of the BDM in the detection of simple
output programs embedded into data. In the last test, we selected one of
the most complex images identified by the NBDM in the last subsection
to test if the BDM could accommodate specific data alterations. This test
is depicted in Figure 1 (C). After the binarization process, we performed
a super-sample image transformation where each char was amplified to a
4x4 representation. This value was selected since the BDM has the de-
fault block size value of 4x4 in 2D structures. After this operation, the
BDM was computed for the original and the super-sampled image. While
the original image was measured with 370981 bits, the super-sampled im-
age had only 79 bits. This abrupt decrease in the complexity value indi-
cates that the BDM underestimates the amount of information contained
in the object. The BDM analyses object information in blocks instead of
looking at the whole object. Specifically, blocks analysed by the BDM
(default block size value of 4x4 in 2D structures) have the same size as
the super-sample image transformation (each char was amplified to a 4x4
representation); therefore, the complexity attributed to each block is ap-
proximately zero (since each block is composed of all zeros or ones), and
hence the overall value attributed to the complexity of the object will drop
dramatically. This analysis shows that BDM is not prepared to deal with
the information associated with the choice of the model, unlike the NC.
The NC relies on the use of a lossless data compressor, bounded by a
maximum information channel capacity.

4 Conclusion
The results show that, when using the same type of normalization, NC

is more robust to the increment of pixel edition than NBDM (NBDM1).
On the other hand, BDM can determine the algorithmic nature of images
created with small programs with simple rules. Whereas the compres-
sor has difficulty compressing this type of image, the BDM can deter-
mine their algorithmic nature and attribute them with minimal value. Fi-
nally, BDM is not prepared to deal with the information associated with
the model’s choice, unlike NC. The NC relies on using a lossless data
compressor, bounded by a maximum information channel capacity. From
these three tests, we can notice some advantages and limitations of both
measures. Ranking these measures is not a fair task because they have
different characteristics and nature.
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Abstract

This paper aims to evaluate CSE-CIC-IDS2018 network intrusions dataset
and benchmark a set of supervised bioinspired machine learning algo-
rithms, namely CLONALG Artificial Immune System, Learning Vector
Quantization (LVQ) and Back-Propagation Multi-Layer Perceptron (MLP).
The results obtained were also compared with an ensemble strategy based
on a majority voting algorithm. The results obtained show the appropri-
ateness of using the dataset to test behaviour based network intrusion de-
tection algorithms and the efficiency of MLP algorithm to detect zero-day
attacks, when comparing with CLONALG and LVQ.

1 Introduction

Computer networks security encloses a wide set of technologies to protect
the assets and the users operation. Due to its operating mode, Intrusion
Detection System (IDS), namely those based on behaviour analysis, are
able to detect, with some degree of accuracy and in a timely manner, zero-
day attacks and vulnerabilities exploits, to further apply countermeasures.
In this paper we intend to evaluate a set of bioinspired algorithms already
developed and implemented by Machine Learning (ML) tools. The major
contributions can be summarized as follow: i) an open source framework
and processing flow, based on WEKA [1], to ingest and process CSE-CIC-
IDS2018 dataset; ii) an open source tool to automate the tests carried on
with CLONALG [2], LVQ [3] and Backpropagation-MLP [4] classifiers;
iii) a comparison between the results obtained individually by each of the
bioinspired algorithms with those achieved by an ensemble approach with
the same models, using majority voting strategy. This paper is organized
as follows: Section 2 describes the key concepts for this work. The tests
setup is described in section 3, the results are presented in section 4 and
further analysed in section 5. Conclusions and future work are described
in section 6.

2 Background

IDS can be classified according to the object of analysis (host-based or
network-based) and according to the detection method (behaviour-based
or signature-based). Behaviour-based IDS aim to overcome the limita-
tions observed on those that are signature-based, namely its inability to
detect patterns that are not in a predefined signature database. These sys-
tems analyse traffic and try to define a normal network behaviour to fur-
ther identify deviations that are considered anomalous traffic and, there-
fore, reported as possible positive examples [5].

Bioinspired ML algorithms are a set of algorithms whose operation
is mimicked on systems or mechanisms from the nature or the human
body. Some typical applications and analogies are the neural networks,
inspired by the functioning of the human brain; the evolutionary and
DNA computing, based on theories of evolution that leads to genetic al-
gorithms; the Artificial Immune Systems (AIS), which takes inspiration
on the vertebrate immune system, namely its adaptive part [6]. Regarding
Artificial Neural Networks (ANN) algorithms, in this work we have used
Back-propagation Multi-Layer Perceptron (MLP) [4] and Learning Vec-
tor Quantization (LVQ) [3]. From the whole plethora of immune-inspired
algorithms [7], the one chosen for this work was CLONal selection AL-
Gorithm (CLONALG) [2].

The tests were carried out with the CSE-CIC-IDS2018 public dataset1.
Despite being recent, CSE-CIC-IDS2018 dataset is very well organized

1https://registry.opendata.aws/cse-cic-ids2018/

and is now starting to be widely used by the scientific community to
benchmark IDS. It includes a wide range of attacks, executed with differ-
ent tools, organized in a timeline and mixing both normal and anomalous
network packet flows. The traffic was dynamically generated, with the
purpose of simulating a corporate network.

Due to the wide variety of attacks and the deluge of data available,
we have defined a subset of attacks that could better test the detection of a
previously unseen attack. The choice was also based on the diversity and
amount of data related to each attack. Table 1 describes the characteriza-
tion of the attacks used in the experiments carried on in this paper.

Table 1: Network attacks characterization
Date Time Type of attack Software Tool # flowsBegin End

16/02/2018
10:12 11:08 DoS SlowHTTPTest 139890
13:45 14:19 DoS Hulk 461912

21/02/2018
10:09 10:43 DDoS LOIC-UDP 1730
14:05 15:05 DDoS HOIC 686012

The number of normal traffic flows available at each date is 446772
and 360833 respectively for 16/02/2018 and 21/02/2018.

3 Tests setup

We have carried out four test scenarios, as can be seen on table 2.

Table 2: Test scenarios

Scenario Training Testing
Date Traffic Date Traffic

1 16/02/2018 Normal+Attack1 16/02/2018 Normal+Attack2
2 16/02/2018 Normal+Attack1 21/02/2018 Normal+Attack1
3 16/02/2018 Normal+Attack2 21/02/2018 Normal+Attack2
4 16/02/2018 Normal+Attacks 21/02/2018 Normal+Attacks

The tests were performed on a subset with 200,000 instances, that is
network flows. From that value, 70% (140,000 records) of them constitute
the training dataset and the remaining 30% (60,000 records) are part of the
testing dataset. The training set records are selected from the training data
file and the test set records are selected from the test data file. Each test
scenario was then run ten times, with independent data for each iteration,
but the same for the three algorithms in each iteration.

Besides the three algorithms mentioned above, we have also consid-
ered an ensemble of the models generated by the three algorithms, in
which the decision strategy is based on the criterion for majority deci-
sion, also known as majority voting.

The methodology used to run the experiments consists of four main
phases: input data ingestion, data preprocessing, data processing and pre-
sentation of results (see figure 1).

Figure 1: Methodology

The preprocessing phase deals with issues like removing unnecessary
attributes, normalizing data, reducing the number of classes by aggre-
gating every class not being "Benign" as malicious traffic and dealing
with missing values by replacing them with the average value for each
attribute. These tasks were essentially accomplished through WEKA [1]
and Orange [8] open-source applications.
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The preprocessed dataset is then processed by the algorithms in both
training and testing phases. We have used WEKA for that purpose and
have also developed an application to automate the tests for any dataset
that meets the requirements2.

4 Results

Tables 3 through 6 show the results obtained for each of the scenarios
listed in Table 2. For a given algorithm, the values of each metric corre-
spond to the arithmetic mean of the values obtained for all the ten itera-
tions.

Table 3: Results for scenario 1
Algorithm TPR TNR FPR FNR Precision Recall Accuracy F1

CLONALG 0,0306 0,9997 0,0003 0,9694 0,9895 0,0306 0,5071 0,0593
LVQ 0,0306 0,9996 0,0004 0,9694 0,9889 0,0306 0,5071 0,0593
MLP 0,0001 1,0000 0,0000 0,9999 1,0000 0,0001 0,4917 0,0001

Ensemble 0,0306 0,9997 0,0003 0,9694 0,9895 0,0306 0,5071 0,0593

Table 4: Results for Scenario 2
Algorithm TPR TNR FPR FNR Precision Recall Accuracy F1

CLONALG 0,0080 0,6537 0,3463 0,9920 0,0337 0,0080 0,6506 0,0103
LVQ 0,7025 0,0031 0,9969 0,2976 0,0034 0,7025 0,0065 0,0067
MLP 0,0000 0,9998 0,0003 1,0000 0,0000 0,0000 0,9950 0,0000

Ensemble 0,0080 0,6537 0,3463 0,9920 0,0337 0,0080 0,6506 0,0103

Table 5: Results Scenario 3
Algorithm TPR TNR FPR FNR Precision Recall Accuracy F1

MLP 1,0000 0,9998 0,0002 0,0000 0,9999 1,0000 0,9999 0,9999
CLONALG 1,0000 0,0026 0,9974 0,0000 0,6559 1,0000 0,6562 0,7922

LVQ 1,0000 0,0004 0,9997 0,0000 0,6554 1,0000 0,6554 0,7918
Ensemble 1,0000 0,0026 0,9974 0,0000 0,6559 1,0000 0,6562 0,7922

Table 6: Results for Scenario 4
Algorithm TPR TNR FPR FNR Precision Recall Accuracy F1

MLP 0,8977 0,9996 0,0004 0,1023 0,9284 0,8977 0,9327 0,8987
LVQ 1,0000 0,0008 0,9992 0,0000 0,6560 1,0000 0,6561 0,7923

CLONALG 0,9992 0,0030 0,9970 0,0008 0,6564 0,9992 0,6564 0,7923
Ensemble 0,9992 0,0033 0,9968 0,0008 0,6564 0,9992 0,6565 0,7923

5 Results Analysis

The purpose of the tests was to simulate the detection of a zero-day attack,
by using the CSE-CIC-IDS2018 dataset. It is appropriate to mention that
a network attack is essentially an anomaly to the normal network traffic
behaviour. It may be seen, for example, as a high traffic volume in a
short period of time, so it might be important to identify the parameters
that allow the system to detect these examples. Some of these parameters
could be the number of packages per time interval or the time interval
between each package.

Regarding the ensemble classifier, as we can see in the results, given
that two of the three classifiers always present very unfavorable results,
the contribution of the ensemble, if any, is not significant.

The results are promising in some way, as the tools used in the attacks
have produced patterns with some resemblance, thus making it possible
for a behaviour-based IDS to use these algorithms to be able to identify a
zero-day attack.

In scenarios 1 and 2, despite having a low True Positive Rate (TPR),
the CLONALG algorithm stands out, together with the ensemble, as can
be seen from the F1 values. The MLP algorithm has shown to be inca-
pable of handling with this kind of traffic, only correctly identifying the
overwhelming majority of normal traffic.

In contrast, in scenario 2, the LVQ algorithm presented the highest
TPR in the scenario, despite failing to identify normal traffic (lowest True
Negative Rate (TNR) value in the scenario).

In scenarios 3 and 4, we can depict the predominance of the MLP
algorithm, with high F1 values, very close to 100% in scenario 3.

In scenario 3, as can be seen in the table 5, all algorithms correctly
identified all malicious traffic (TPR = 1), which may be related to the
similarity of traffic patterns generated by the respective tools. With regard

2https://github.com/paulo-ferreira-mcif/benchmarkids

to normal traffic, only MLP performs well, with TNR very close to 100%,
while the other algorithms have a very residual identification.

In scenario 4, despite the great diversity of malicious traffic both in
the training and testing phases, the traffic generated by the two tools in
each type of attack has no significant advantage when compared to the
results obtained in scenario 3. In fact, the performance of MLP, translated
by the F1 value, drops by about 10%, whereas, in the other algorithms,
there is little improvement.

6 Conclusions and Future Work

In this paper we have described a methodology to test bioinspired machine
learning algorithms, against the recent and promising CSE-CIC IDS-2018
dataset. We described the dataset and the methodology used to process
the four scenarios defined in each module. To fully automate the tests we
have made available a tool developed with WEKA Java API.

We have sought to obtain statistical significance by running the tests
ten times for each algorithm. The parameters set used in each algorithm
was obtained empirically, combining the requirements of the algorithm
itself and the data to be analysed.

In the first two scenarios, the highlighted algorithm is CLONALG,
although the TPR is quite low, while MLP algorithm reveals poor per-
formance. Despite correctly identifying the overwhelming majority of
normal traffic, it clearly fails to identify malicious traffic. In the scenar-
ios 3 and 4, the MLP performance is promising, with F1 and TPR values
above 89%.

In addition to results obtained by each algorithm individually, an en-
semble classifier was also implemented, which, using a majority voting
strategy, had no significant influence in the final results. The future work
includes the optimization of the parameters set and the processing of oth-
ers datasets derived from CSE-CIC IDS-2018 dataset, with different at-
tacks for training and testing.
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L. Umek, L. Žagar, J. Žbontar, M. Žitnik, and B. Zupan, “Orange:
Data mining toolbox in python,” Journal of Machine Learning Re-
search, vol. 14, pp. 2349–2353, 2013.

2

Proceedings of RECPAD 2020 26th Portuguese Conference on Pattern Recognition

86



  

 

Abstract 
Retinal vessel segmentation process highlights a set of signals that will serve to 

aid for diagnosing of various retinal pathologies and lead to a more accurate 
diagnosis. This paper presents a framework for automatic vessel segmentation 

applied to lower-resolution retinal images taken with a smartphone equipped with 
D-EYE lens. A private dataset was assembled and annotated, and two CNN based 

models were trained for automatic localisation retinal areas and vessel 

segmentation. A Faster R-CNN that achieved a 96% correct detection of all 
regions with a Mean Absolute Error (MAE) of 39 pixels, and a U-Net that 

reached a Dice Coefficient (DICE) of 0.7547. 

1 Introduction 

Retinal imaging is a technique that allows recording digitally the rear of 
the eye. These are typically taken by expensive machines like fundus 
cameras, that produce high-quality and high-resolution retinal images 
for analysis. Then, with vessel segmentation, interference from other 
anatomical structures are filtered, helping to obtain the focus of interest 
on posterior segment structures of the eye. Manually segmenting retinal 
veins requires minutia, is a burdening task, time- and cost-consuming. 
Therefore, investigations of automatic or semi-automatic methods for 
vessel segmentation have been evolving to assist specialists [1]. 
However, the use of low-cost lenses, such as D-EYE [2], can bring 
several advantages such as greater portability, ease of use, greater 
patient comfort, lower costs and so can be an assessment for 
unprivileged or remote populations. The drawback is the lower quality 
of the photos obtained when compared to fundus cameras and as 
consequence not having the necessary sharpness when used in eyes with 
small pupils, in eyes with opacity of media (keratitis, cataract), or in 
very bright environments. 

The latest trends in research show the extensive use of convolution 
neural networks (CNN) for the segmentation of retinal vessels and 
detection of the disease, beyond many other methods [1]. Nevertheless, 
these methods are all focused on segmenting vessels with high-
resolution retinal images. There is still a lack of studies to evaluate the 
effectiveness of automatic methods to segment retinal vessels in this 
type of image. These low-resolution and low-quality retinal images 
create extra difficulties in the use of traditional vessel segmentation 
methods. 

This paper presents a framework focused on the vessels segmenting 
on lower resolution retinal images taken with a smartphone equipped 
with D-EYE lens. The framework has two main steps: (A) The detection 
of the optic disc region using a Faster R-CNN and (B) Visible vessel 
segmentation made by U-Net, both trained with a customised dataset. 
The dataset was created with 26 retina videos around the optic disc, with 
lower-resolution images, and two annotated subsets, one with the 
localisation of the visible retinal area and other with vessel 
segmentation. 

2 Methodology 

This work is divided into two experiences (see the pipeline in Figure 1), 
applied to several datasets as follows. 

Dataset 

A dataset of 26 low-resolution videos of the optic papilla under myosis 
(undilated pupil) was captured from the left and right eyes of 19 
volunteers. The videos were split into single images and organised in 

two different datasets: dataset1 (DS1), with a total of 6060 frames with 
1920 x 1080 pixels to be used in the detection of the visible retinal area 
(from 18 videos were gathered 3881 frames to train, from 3 videos were 
gathered 776 frames to validation, and from 5 videos were used 1375 
frames to test); and the dataset2 (DS2), with a total of 347 frames with 
320x320 pixels pixels to be used in the segmentation of the retinal veins 
(from 2 videos were gathered 252 frames to train, from 1 video were 
gathered 40 frames to validation, and from 1 video were used 55 frames 
to test). Additionally, as dataset3 (DS3), a training set of retina public 
dataset [3] was used for pre-training a segmentation CNN. It is 
composed of 20 colour images with 565x584 pixels, resulting in 2810 
patches with 80x80 pixels (for training, from 14 frames resulted in 1967 
patches, for training from 3 frames resulted 421 patches and for testing, 
from 3 images resulted 422 patches). 

Setup  

In the first part of the experience, the detection of the retinal visible area 
(A) consists of computing the location of a rectangle defined by P1 and 
P2 (see Figure 1), that encloses the visible area in the image (the area of 
interest). In this case, input images have 1920x1080 pixels (from DS1), 
due to the D-EYE low lens aperture the area of interest has up to 
320x320 pixels. For this purpose, it was used a Faster R-CNN model 
[4]. To evaluate the model, the Mean Absolute Error (MAE), which is a 
commonly used metric since it permits to measure the accuracy for 
continuous variables. In this particular case, four variables were used, 
two for the coordinates of the upper left corner (P1) and the other two 
for the lower right corner (P2). 

In the second part of the experience (B), also depicted in Figure 1, 
the vessels segmentation was done within the detected retinal areas, with 
a U-Net [5] model pre-trained with the DS3 and tuned and evaluated 
with DS2. To measure the success of the model, it was used the Dice 
Coefficient (DICE), which is a relative metric that provides a similarity 
measure between predicted and ground truth segmentations. 

 
Figure 1: Pipeline diagram for the proposed low-resolution vessel 
segmentation framework. 

For retinal detection (A), the Faster R-CNN model was used to detect 
retinal visible area detection. It was implemented in TensorFlow, with 
features pre-trained with Inception Resnet V2 and finetuned with the 
private dataset1. For augmenting dataset1, rotations were applied with 
90-degree steps. The model was trained with default parametrisation: l2 
regulariser of 0.01, truncated normal initialiser of 0.01, maxpool kernel 
size of 2, maxpool stride of 2, localisation loss weight of 2, objectness 
loss weight of 1, score converter Softmax, momentum optimiser with 
learning rate 0.0002, momentum optimiser value of 0.9. 

In terms of retinal vessel segmentation (B), The U-Net model was 
implemented using Keras, with a TensorFlow backend. For training the 
U-Net model, it was used the binary cross-entropy as loss function, and 
Adam’s optimiser with 10−3 learning rate based on Ange Tato and Roger 
Nkambou’s work [6] used to achieve faster a stable convergence. 
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3 Results and discussion 

The framework was evaluated for the retinal visible area detection and 
for vessels segmentation test sets. 

The Faster R-CNN obtained results for retinal visible area detection 
are organised in 10 classification scores with intervals of 0.1 (represents 
the  level of confidence of the detection), and can be seen in Table 1. 

Table 1: Testset evaluation of the Faster R-CNN model for retinal 
visible area detection. 

 
The detection was very successful as 91% of the test images were 

detected with the classification score equal to or greater than 0.9 (see 
example in Figure 2, left). As the confidence score decreases, the MAE 
errors keep approximately constant until it reaches the score interval 0.0, 
where it increases for the mean of 281 and a standard deviation of 371 
(see example in Figure 2, left). It was considered reasonable to use a 
threshold above 0.5 to accept the areas as valid-regions, achieving 96% 
of correct detected for all regions, with MAE of 39 pixels. 

 
Figure 2: Example of the best and the worst sum of errors P1 and P2 in 
intervals 0.9 (left) and 0.0 (right). Yellow rectangles are the ground truth 
and the green are the model prediction. 

The U-Net model was trained first with DS3 (Model 1), then trained 
at the junction of DS2 and DS3 testsets (Model 2) and later retrained 
Model 1 with DS2 (Model 3) to tune the network with D-EYE retinal 
data. The attained results are summarised in Table2. 

Table 2: Results of the Model 1, Model 2 and Model 3 

 

Model 1 has a reasonable Dice coefficient that seem adequate for the 

task (0.7824). Observing Figure 3 A), it can be seen that the best result 

(first column) has achieved a DICE of 0.935 in a patch where vessels are 

wide and well visible. The model predictions (row 3) have the same 

structure but seem wider than the ground truth (row 2). At the second 

column, it can be seen the worst prediction (DICE of 0.0512). At the 

original image, vessels are thin, almost imperceptible and quite different 

from the vessels expected to find in low-resolution images. It was 

selected another image patch with thin veins that seem to us more 

similar to the ones expected (third column). In this case, the predicted 

image preserves the structure; it also seem wider than the ground-truth 

and achieved a DICE of 0.8571. To observe how the Model 1 performs 

with the low-resolution images, it was evaluated in the DS2 testset, 

obtaining a low DICE value (0.4797). In the fourth and fifth columns, it 

can be seen the best and worst predictions. Both patch images are very 

dark, and veins are poorly visible - the image-patch of fifth is the 

poorest. The best-predicted segmentation (DICE of 0.8009) is very 

good, considering the visibility of the veins and though the difficulty of 

manually creating the ground-truth. 

A) Model 1  B) Model 2  

 
Figure 3: A) 1st row: original patches: the first three are from DS3 
testset, respectively best, worst and reasonable predictions; and the last 
two from DS2 testset, respectively best and worst predictions. 2nd row, 
ground truth patches, and the 3rd row, Model 1 predictions.  
B) 1st row: original patches: the first four are from DS2 testset, 
respectively best, two in-between, and worst predictions; and for 
comparison, the worst case of Model 1 low-resolution prediction, is 
presented in the last column. 2nd row, ground truth patches. 3rd row, 
Model 2 predictions. 

The Model 2 achieved a DICE of 0.7312 at the junction of DS2 and 
DS3 testsets that is lower than the obtained for Model 1 (DICE of 
0.7474), but it achieved better on the DS2 testset (DICE of 0.7547). 
Examples of predicted images of Model 2 can be seen in Figure 3 B). To 
illustrate the Model 2 predictions of dataset DS2 testset, were chosen 
four images: the best prediction (DICE: 0.7510), two in-between 
predictions (DICE: 0.6054, DICE: 0.5100) and the worst prediction 
(DICE: 0.4304). For comparison with Model 1, column 5 has the 
prediction results of the worst-patch image predicted by Model 1 (see 
Figure 3 A), column 5). It can be seen that segmentations are much 
better: in the first two cases, the structure is all connected as in the 
ground truth, the other two (where veins are less visible in patch images) 
have several discontinuities in the structure. In column 5, one can see 
that Model 2 produces a much better segmentation (DICE: 0.4304) than 
produced by Model 1 (see Figure 3 A), lower right image). 

The last tests made were for Model 3, by doing a posterior train of 
the Model 1 with DS2, but the results were worse than with Model 1. 

4 Conclusions 

In this paper, a framework for vessels segmenting on lower-resolution 
retinal images was proposed, evaluated, and the attained results were 
presented. A dataset of train models was assembled and annotated for 
automatic localisation of retinal areas and for vessel segmentation. For 
the framework, two CNN-based models were successfully trained, a 
Faster R-CNN that achieved a 96% correct detection of all regions with 
a MAE of 39 pixels, and a U-Net that achieved a DICE of 0.7547. This 
study is a precursor to future works to the determination of eye diseases, 
such as glaucoma and diabetes, applied to low-resolution images.  
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Abstract
Student dropout prediction is essential to measure the success of an educa-
tion institute system. This paper focuses on identifying the dropout risk at
the University of Évora based on student’s academic performance. Educa-
tional data was collected from four different programs, from the academic
years of 2006/2007 until 2018/2019. After gathering the raw data, some
data pre-processing was done aiming to build a dataset capable of being
used by Machine Learning algorithms. Decision trees, Naïve Bayes, Sup-
port Vector Machines and Random Forests were evaluated, with the best
model reaching an accuracy of around 96% when distinguishing between
risky dropout and non-dropout students.

keywords: Machine Learning, Data Mining, Educational Data, Random
Forest, Support Vactor Machines

1 Introduction
Nowadays, we live in the information era where acquiring data is easy and
storing is inexpensive. Information is also the primary ingredient to gen-
erate new knowledge. The data mining can be applied in various real-life
application like market analysis, education, and scientific exploration [6].
The use of data mining technique to analyze an educational database is
absolutely expected to be a great benefit to the higher educational institu-
tions.

Student dropout in Higher Education Institutions (HEIs) is, nowa-
days, a crucial concern for educators and managers. It also became a fo-
cus for researchers. Knowing, beforehand, the students at risk of dropping
out allow higher education players to take measures that can contribute to
an improvement in the institution success rate. Reasons for a dropout can
be related to economical, social and psychological issues [1].

Anupama Kumar et al. [7] used a decision tree to help tutors identify
the weak students and improve their performance before dropouts. Simi-
larly, William C. Blanchfield [3] described a method of identifying college
dropouts tested at Utica College of Syracuse University; he used multiple
discriminant analysis to identify dropouts, reaching an accuracy of around
73%. Researchers from the University of Wuppertal developed an Early
Detection System (EDS) [2] using administrative student data from a state
and private universities to predict student success as a basis for targeted
intervention; the EDS used regression analysis, neural networks, decision
trees, and AdaBoost to identify student characteristics which distinguish
potential dropouts from graduates. Yujing Chen et al. [4] developed and
evaluated a survival analysis framework for the early identification of stu-
dents at the risk of dropping out. In summary, existing approaches includ-
ing logistic regression, decision trees and boosting showed good perfor-
mance for early prediction of at-risk students and were also able to predict
when a student will dropout. Given existing approaches, authors of this
article tried different machine learning algorithms namely Decision trees
(DT), Naïve Bayes (NB), Support Vector Machines (SVM) and Random
Forests (RF) over academic data.This work uses student academic data
from 4 different programs at the University of Évora to build classifica-
tion models able to identify students at risk of dropping out.

The rest of the paper is organized as follows: Section 2 introduces
the data used in this work, while Section 3 presents the developed work:
data preprocessing, dataset generation, experimental setup, and results
and their discussion. Finally, Section 4 concludes the paper and discusses
future work.

2 Study Data
For this study, the students’ full academic record was gathered. It con-
siders four undergraduate study programs: Management, Biology, Com-

puter Science and Nursing, during 13 academic years (from 2006/2007 to
2018/2019).

The student academic record includes information about course en-
rollments and corresponding results during the student university life:
from the first year when student register at the university until graduation
or dropout. Students were anonymized, and updates on study programs
were considered. The list of information gathered from the information
system are: school year, degree, department, course code, course unit,
regime, course credits, course name, edition, speciality, semester, time,
type, student id, student type, mark, result, final status.

3 Developed work
As previously mentioned, this work aims at creating a classification model
using Machine Learning techniques to identify students at risk of drop-
ping out so it could be used by authorities of HEIs to take possible actions
aiming to reduce the number of dropouts. Figure 1 presents the block
diagram of the developed work.

Figure 1: Developed work.

3.1 Pre-Processing

As already mentioned, student data was collected over a period of 13 years
from four different undergraduate programs. In these programs, nursing
is a four years program (totalling 240 credits), and the rest are three years
of programs (totalling 180 credits).

The total number of enrollment records retrieved was 119407: 33731,
21328, 28689 and 35659 records for Management, Biology, Computer
Science and Nursing, respectively. Information about the number of years
taken to conclude the program is presented in Table 1.

Program Min Max Avg Stdev
Management 3 12 3.71 1.09

Biology 3 9 3.80 1.05
Computer Science 3 10 5.13 1.30

Nursing 3 13 4.25 0.64
Table 1: Information about the time taken to complete the programs.

Students enrolled at the university in the academic year of 2018/2019
were removed since at the time of data retrieval there was no academic
record for them; this resulted in a total of 2934 students distributed as
presented in Table 2.

From the data available at the University’s information system, the
following enrolment attributes were considered: Academic_Year, Man-
agement, Biology, Computer Science, Nursing, Semester, Std_Id, Course,
Credits, Mark, Final_Status. Final_Status has two values: S means stu-
dent pass the course, and N means student miss or fail the course. Course
enrollment records without a value for Final_Status were removed be-
cause student enrolled the course but had not done any course activity.
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Program Number of students
Management 885

Biology 556
Computer Science 598

Nursing 895
Total 2934

Table 2: Number of students per study program

3.2 Dataset Construction

Using the retrieved data, and for each student, the annual student perfor-
mance was calculated, and all the annual records were joint together to
generate a single example; this example represents the academic path of
a specific student.

The annual student performance is given by three attributes: the total
number of enrolled and completed credits and average grade. This in-
formation was compiled for the student’s five most recent academic years
plus the performance calculated over the remaining student academic life.
For students that successfully completed the program in less that 5 aca-
demic years, the values for attributes of oldest years were filled with zeros.

At the end, a dataset of 13 years composed by 21 attributes was built.
Table 3 presents them.

Name Number Type
program_ects 1 int
program_name: man, bio, cs, nurse 4 bool (all)
year_0: enrol , avg_grade 2 int, float
year_1: enrol, complete, avg_grade 3 int, int, float
year_2: enrol, complete, avg_grade 3 int, int, float
year_3: enrol, complete, avg_grade 3 int, int, float
year_4: enrol, complete, avg_grade 3 int, int, float
year_rest: enrol, complete 2 int, int

Table 3: Dataset attributes.

A class label was then given to each example: success and unsuccess.
The rule used was the following:

if registred = 2017 and completedCredit > 0
then SUCCESS

elseif registred < 2017 and completedCredit >= 210/150a

then SUCCESS

else UNSUCCESS

a210 for nursing; 150 for other programs. This corresponds completing all except
the credits of one semester.

The attributes and rules just described building the dataset were cho-
sen considering a set of preliminary experiments that analysed other sets
aiming to determine student success or unsuccess.

3.3 Classification Models
Four machine learning algorithms were used to build classifier models:
Decision Tree (DT), Naïve Bayes (NB), Support Vector Machines (SVM),
and Random Forest (RF). Weka 3.8.1 toolkit [5] was used for the experi-
ments.

To tested the importance of the enrolled program and grade infor-
mation, four different attribute subsets were used to build classification
models:

• att_1: without program_name, without avg_grade
• att_2: with program_name, without avg_grade
• att_3: without program_name, with avg_grade
• att_4: with program_name, with avg_grade

The dataset was split into 70% of examples for training (2052 sam-
ples) and 30% for testing (882 samples). Then build the model using a
training set and re-evaluated the model using the test set. To fine-tune the
classifier algorithms, 10-folds cross-validation over the train set using the
accuracy measure. Here, default parameter of all algorithms produce best
results.

Table 4 shows the results obtained over the test set for each of the
machine learning algorithms. As can be seen from the table, the overall
performance by each algorithm over all the attributes is similar. The max-
imum difference of results is ranging from 0.67% to 1.71%, where RF has

Attributes DT (%) NB (%) RF (%) SVM (%)
Att_1 94.44 92.86 96.49 95.46
Att_2 94.90 92.74 96.15 96.15
Att_3 96.03 92.40 96.83 95.92
Att_4 96.15 93.65 96.60 96.49

Table 4: Accuracy results over test set.

Attributes DT (%) NB (%) RF (%) SVM (%)
Att_1 90.9 85.9 94.2 92.4
Att_2 91.7 88.4 93.7 93.6
Att_3 93.6 88.2 94.8 93.2
Att_4 93.8 89.9 94.4 94.2

Table 5: F-Measure Results over test set (Unsuccess class).

a minimum variation of 0.67%, and DT has a maximum of 1.71%. RF is
outperforming all other algorithms by achieving 96.83% of accuracy.

The F-measure results over unsuccess class of test set present in Ta-
ble 5. The maximum difference of results is ranging from 1.1% to 4.0%,
where RF has a minimum variation of 1.1%, and NB has a maximum of
4.0%. RF is out-performing all other algorithms by achieving 94.8% of
F-measure.

From tables 4 and 5, it’s not concluded that the best performance
by RF is only achievable when all available attributes are not considered
compared to the considering all attributes as the difference is the only
0.2% to 0.4%.

4 Conclusions and Future Work
This work presents an approach to identify dropout students by detecting
risky profiles. It describes the available data, its preprocessing to generate
a proper dataset and presents the results obtained using different machine
learning algorithms. Using yearly enrollment information along with the
study program and average grades an accuracy of around 96% for detect-
ing risky dropout profiles was reached.

As future work, and to verify the results presented here we intend
to enlarge the dataset to include more programs and, if possible, include
student’s personal, financial and social media information as attributes to
improve the Machine Learning model.
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Abstract

The growth of the crop is dependent on soil type, apart from atmospheric
and geo-location characteristics. As of now, there is no direct and cost-
free method to measure soil property or to classify soil type. In this
work, we proposed a machine learning model to classify soil type us-
ing Sentinel-1 satellite radar images. Further, the developed classifier
achieved 72.17% F1-score classifying sandy, free and clayish on a set
of 65003 data points collected over one year (from Oct 2018 to Sep 2019)
over 14 corn parcels near Ourique, Portugal.

Keywords: Remote Sensing, Soil Electrical Conductivity, Sentinel-1,
Machine Learning, Random Forest

1 Introduction
Precision farming involves the collection of detailed information of min-
eral, nutrients, water, soil texture, cation exchange capacity, drainage
conditions, organic matter level, salinity, and subsoil characteristics over
farmland [3]. Over the last few decades, many new technologies have
been developed for measuring soil properties, and one of such is using
remote sensing techniques [2].

Sentinel-1 [7] is a synthetic aperture radar instrument (SAR) satellite
that provides images in two different polarizations: VV (vertical transmit,
vertical receive) and VH (vertical transmit, horizontal receive). It consists
of a constellation of two satellites, Sentinel-1A and Sentinel-1B, which
share the same orbital plane with a 12-day revisiting period.

In precision farming, detailed information about the spatial charac-
teristics of farm operations like yield estimation, field attribute maps and
forecasting harvesting date are made available to the farmer. This in-
formation is gathered using a wide array of electronic, mechanical and
chemical sensors which leads to measure and map soil and plant proper-
ties. Soil Electro-Conductivity (EC) is one of the simplest, least expensive
soil measurements available to precision farming today [8].

EC is the ability of a material to transmit (conduct) an electrical cur-
rent and is usually expressed in miliSiemens/meter (mS/m). Soil EC is a
measurement that characterizes soil properties which, in turn, affect the
productivity of crops. These properties include water content, soil tex-
ture, soil organic matter (OM), depth to clay layer, the capacity of cation
exchange (CEC), salinity, calcium and magnesium [4].

The objective of the present study is to build a classification model us-
ing machine learning algorithms that characterize soil types using Sentinel-
1 radar images.

The rest of the paper is organized in the following sections: Section 2
introduces the data used in this work, while Section 3 describes the ma-
chine learning model, the experimental setup, experiments and results.
Finally, Section 4 concludes the paper.

2 Data Set Construction and Characterization

The Electro-Conductivity value from a set of 14 parcels of corn fields
(made available by Agroinsider [1]) was used as ground data points. These

parcels are from Alentejo region with coordinates between (37◦56’29.13"
N , 8◦22’21.95" W) and (37◦55’32.44" N, 8◦21’02.23" W). Figure 1
shows the Google View image of these 14 parcels. EC value was mea-
sured at 10-meter intervals resulting in a total of 65003 points.

Figure 1: Google view images of 14 parcels

Electro-conductivity real values were discretized, leading to three
types of soil: sandy, free, and clayish. Table 1 presents the information
about each type: the EC values interval and the number of points.

Soil Type Value Range Count
Sandy EC < 10mS/m 24195
Free 10mS/m ≤ EC ≤ 25mS/m 31141

Clayish EC > 25mS/m 9667
Table 1: Soil type information.

For each data point, along with the EC value, the respective latitude
and longitude were also noted. With the collected coordinates, the corre-
sponding values of VV and VH from the radar images were taken.

This radar data was collected from October 2018 to September 2019,
the time span of one agricultural year. Since the Sentinel-1 revisiting
time is 6 days, it resulted in a set of 60 pairs of values for each EC point
measured. In this way, each soil point is characterized by 122 attributes:
the soil type plus latitude, longitude and 60∗2 values of the radar images
(60 dates and two polarizations: VV, VH). But latitude and longitude are
not used as a parameter value in the ML algorithm.

Figure 2 represents the corresponding radar image for October 8,
2018 with VH polarization. And the variation of VH and VV value for
one agriculture year (From Oct 2018 to Sep 2019) is shown in Figure 3.

3 Machine Learning Models

Three machine learning algorithms have been used to build classification
models:
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Figure 2: VH polarized radar image on 6th October 2018

Figure 3: Variation of VH and VV values over a year in a specific point.

• Support Vector Machines (SVM) with a linear kernel.
• Random Forest (RF), a set of decision trees built from bootstrap

samples of the training set where the candidate split in the learning
process, is chosen from a random subset of the features.

• Extra Trees (ET), another ensemble classifier of decision trees, dif-
fers from RF in two points: each tree is trained using the whole
learning sample and the top-down splitting in the tree learner is
randomized.

3.1 Experimental Setup

A stratified train-test split was done over the dataset, with 80% for training
(52002 samples) and 20% for testing (13001 samples).

We used Scikit-learn library [6] and RandomizedSearchCV [5] ap-
proach with 5-folds cross-validation to fine-tune the algorithms over micro-
F1 measure. Parameters that produces the best results were: nestimators=
189, max_ f eatures = sqrt, max_depth = 32, min_samples_split = 2,
bootstrap = False, min_samples_lea f = 1, and criterion = gini.

3.2 Experiments and Results

In order to evaluate the performance of the algorithms in this problem
as well as the most relevant set of attributes, several experiments were
carried out in a total of 153:

1. Algorithms: SVM, RF, ET
2. Time interval

(a) 12 months
(b) 3 months (Oct – Dec, Jan – Mar, Apr – Jun, Jul – Sep)
(c) 1 month (Oct, Nov, Dec, Jan, Feb, Mar, Apr ....... Sep)

3. Polarization: VV, VH, VV + VH

These preliminary results made it possible to draw the following con-
clusions:

• Data set of 12 months time interval shows better results in perfor-
mance measures: precision, recall and F1-Score.

• Compared to the other shorter intervals, performance increase be-
tween 2% to 3% in the F1-score measure, when compared to the
results obtained with the April-June interval. The April-June inter-
val presents the 2nd best F1-score values.

• The performance measure using only one of the polarization is
similar. But some are gain (between 2% and 7% in the F1-score
measure) when using both polarizations.

• Random Forest present the outperform than others based on the
performance measures.

Table 2 details the results using Random Forest for the time span of 12
months. It presenting the best results in the three performance measures.
So from 12 months time interval, several conclusions can be drawn from

Soil Type Precision (%) Recall (%) F1-Score (%)
Sandy 79.70 70.15 74.62
Free 68.25 84.76 75.62

Clayish 80.17 41.21 54.44
Table 2: Performance of the Random Forest model over the test set.

the results:

1. it is possible to observe that the model behaves reasonably for
sandy and free soils; precision is about 10% higher for sandy soils
(almost 80%) but, on the other hand, free soils present 15% higher
recall (about 85%);

2. concerning clayish soils, a high precision (about 80%) is obtained
at the expense of a significantly low recall (about 41%); this dif-
ference affects F1-score, which fails to reach 55%, while for other
types of soil the value is around 75%;

4 Conclusions and Future Work

This work presents a machine learning model to classify soil type using
Sentinel-1 satellite images. The developed model, using Random Forests,
is able to achieve 74.62%, 75.62% and 54.44% F1-score for sandy, free
and clayish soils, respectively.

In future, to improve the results of this work, we will enlarge the
dataset with more parcels having different crops, including more features
from radar like the angle of incidence and timing for example.
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Abstract

This work performs statistical analysis of "Big data", considering the re-
cent approach of Symbolic Data Analysis (SDA). The practical situation
under study concerns the prediction of pollution levels in Senegal from
atmospheric variables (meteorological indicators). The large number of
records leads to the need of data aggregation. A temporal aggregation (by
day) is made, where to each new unit (day) corresponds the interval of
recorded values (minimum and maximum) in a given day. The symbolic
data studied in this work is therefore interval data.

The objective was then to obtain symbolic regression models that al-
low explaining an objective interval-valued variable, the pollution level,
as a function of explanatory interval-valued variables - the atmospheric
variables. However, a single regression model is often not sufficient to
adequately model the phenomenon under study. Thus, it was necessary
to identify classes in the observed set and obtain a specific model appro-
priate for each class. To solve this problem, clusterwise regression for
interval-valued data was developed.

1 Introduction

In classical data analysis, data is usually represented as an array where
rows represent individuals and columns represent the variables (or at-
tributes) describing them. It is possible to represent the data in a two
dimensional array of n rows and p columns since a single value, numer-
ical or categorical, is recorded for each variable and for each individual.
However, when data is grouped to a higher level, the classical solution
which is to use the mean, median or mode to represent each group leads
to a loss of information, especially as concerns the variability present in
each group. In such situations, SDA [1, 2] provides a framework to rep-
resent data with inherent variability, by using variables of special types.
Among these representations, the focus in this work is on interval-valued
data. A combination of existing dynamic clustering techniques and re-
gression models for interval-valued data is proposed.

2 Problem: Predicting the levels of pollution in
Senegal

The data under study consists of records of observations of atmospheric
variables (meteorological indicators) and levels of pollution in Senegal,
recorded from January 2006 to December 2010. The explanatory vari-
ables are wind speed, wind direction, air temperature and relative humid-
ity, and the response variable is the particules concentration. The data was
aggregated by day to form interval-valued variables recording the mini-
mum and maximum values for each day. From the microdata, Table 1, the
aggregation per day allows building an interval data array, as in Table 2.

Year Month Day Hour Min Air Temp Humitidy . . .
2006 1 1 0 0 20.34 18.07 . . .
2006 1 1 0 5 20.30 18.09 . . .
2006 1 1 0 10 20.18 18.23 . . .
2006 1 1 0 15 20.14 18.30 . . .

...
...

...
...

...
...

... . . .

Table 1: A snippet of Senegal meteorological indicators

The objective of this study is to predict the response variable, i.e., the
particules’ concentration, from the meteorological variables. However, a

Year Month Day Air Temp Humitidy . . .
2006 1 1 [20.13;20.34] [18.07;18.30] . . .
2006 1 2 [20.04;21.3] [18.1;18.95] . . .

...
...

...
...

... . . .

Table 2: Senegal data snippet aggregation

single regression model is often not sufficient to adequately model such
relations. With the application of a clusterwise regression model for the
interval data, we expect to obtain better results, by considering a partition
of the time periods (days).

3 The method

3.1 Interval Distribution (ID) regression model

Dias and Brito [3] proposed a new linear regression method for interval-
valued variables known as the Interval Distribution (ID) regression model.
In this approach, the intervals are represented by quantile functions taking
into account the distribution within them. As it is usually the case in
the literature, the Uniform distribution is assumed within each interval.
Therefore, the quantile function that represents each interval is a linear
non-decreasing function with domain [0,1].

For each observation i of an interval-valued variable Y , Y (i) is a inter-

val IY (i) =
[
IY (i), IY (i)

]
where IY (i), IY (i) are the respective lower and up-

per bounds; IY (i) may also be written as IY (i)=
[
cY (i)− rY (i),cY (i)+ rY (i)

]
,

where now cY (i),rY (i) are the center and half range of the interval.
The quantile function that represents the interval IY (i), when the Uni-

form distribution is assumed is written as Ψ−1
Y (i)(t) = IY (i)+(IY (i)− IY (i))t

or Ψ−1
Y (i)(t) = cY (i)+ rY (i)(2t−1), t ∈ [0,1].
Figure 3.1 represents the interval I = [1,3] and the respective quantile

function Ψ−1(t) = 1+3t, t ∈ [0,1].

1 2 3 4

I
Y(i)

=[1,4]

1
0

1

2

3

4

Ψ
-1

Y(i)
(t)=1+3t,   t∈ [0,1]

Figure 1: Graphical representation of the interval [1,3] and respective
quantile function.

The set of quantile functions defined from [0,1] into R, with the usual
operations of addition (between two quantile functions) and product of
a quantile function by a real number, is not a subspace of the functions’
vector space, but only a semi-vector space. The addition of two quantile
functions raises no problem since the result is always a non-decreasing
function. But the multiplication of a quantile function by a negative real
number produces a function that is not non-decreasing, and hence cannot
be a quantile function. Therefore, a problem arises when we multiply a
quantile function representing an interval by −1, since we obtain a func-
tion that does not represent an interval.

As a result, when using quantile functions to represent intervals, the
linear relation between interval-valued variables cannot be a direct adapta-
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tion of the classical linear regression model. That is not possible because
if the parameters of the model were negative, the quantile function pre-
dicted for the response variable Y could well turn out to be a decreasing
function, i.e., not a quantile function. Applying non-negativity constraints
on the model would guarantee a quantile function, but that would com-
pel a direct linear relationship between the explanatory variables and the
response variable, a too strict limitation. To allow for both direct and in-
verse linear relations between the response and the explanatory variables,
Dias and Brito [3] proposed a method that considers not only the quan-
tile function that represents the interval observation of each explanatory
variable but also the quantile function that represents the respective sym-
metric interval. Therefore, the ID regression model allows predicting, for
each unit i, the quantile function Ψ−1

Y (i)(t) from the linear combination of

Ψ−1
X j(i)

(t) and −Ψ−1
X j(i)

(1− t), as follows:

Ψ−1
Ŷ (i)

(t) = a0 +
p

∑
j=1

(a j−b j)cX j(i)+
p

∑
j=1

(a j +b j)rX j(i)(2t−1) (1)

with t ∈ [0,1] ; a j,b j ≥ 0, j ∈ {1,2, . . . , p} and a0 ∈ R.
The non-negative parameters in the model are obtained by solving

a quadratic optimization problem using the Mallows distance (see, e.g.,
[3]), used to measure the difference between the observed and the pre-
dicted quantile functions, for each unit i, i ∈ {1, . . . ,n}.

A measure Ω, similar to the classical coefficient of determination,
was deduced for the ID regression model:

Ω =

n
∑

i=1
D2

M

(
Ŷ (i),Y

)

n
∑

i=1
D2

M
(
Y (i),Y

) (2)

where Ȳ is the symbolic mean of Y ; Ŷ (i) and Y (i) are the estimated and
observed intervals of the interval-valued variable Y for each observation i.
This measure, based on the Mallows distance DM , measures the goodness
of fit of the model, and ranges between 0 and 1.

3.2 Clusterwise Regression

The Clusterwise Regression model proposed in this work combines the
dynamic clustering algorithm [4], with the ID regression model, consid-
ering a Uniform distribution within the intervals, in order to identify both
a partition of the data units and the relevant regression models, one for
each cluster. The steps of the algorithm to be followed are:

Step 1: Represent the interval data by quantile functions.

Step 2: Consider an initial partition of the given units.

Step 3: Fit a regression for each cluster using the ID Model.

Step 4: Re-assign each unit to the cluster that provides the best fit, as
measured by the squared Mallows distance.

Steps 3 and 4 are repeated until convergence is attained and a lo-
cal minimum of the sum of squares of the errors (measured by the Mal-
lows distance) is obtained (or the fixed maximum number of iterations is
reached).

The process may be applied varying the number of clusters K; for
each fixed K, the implemented algorithm allows for different initial parti-
tions, and selects the solution with lowest Total Error:

W =
K

∑
k=1

∑
i∈Ck

D2(Y (i),Ŷ k(i)) (3)

To select the best solution, across different K, we use the Weighted
Coefficient of Determination [3],

Ω =
K

∑
k=1

nk

n
Ωk with Ωk =

∑
i∈Pk

D2
M

(
Ŷ k(i),Y k

)

∑
i∈Pk

D2
M
(
Y (i),Y k

) (4)

where nk is the number of observations in class k; Ȳk is the (local) sym-
bolic mean of Y in class k and Ŷ k(i) is the estimated interval of Y (i) ob-
tained by the (local) regression model in class k,k ∈ {1, . . . ,K}.

Another measure used is the (adapted) Silhouette coefficient [5]:

S =
n

∑
i=1

S(i)
n

(5)

where, for each i ∈ Pk

S(i) =
b(i)−a(i)

max{a(i),b(i)} (6)

where the a(i) = D2
M(Y (i),Ŷ k(i)) is the squared Mallows distance from

unit i to its local estimate and b(i) = minl={1,...,K}
l 6=k

D2
M(Y (i),Ŷ l(i)) is the

minimum squared Mallows distance from unit i to the estimate provided
by another class.

The final clusters may then be used to predict target intervals for new
observations.

4 Results and Conclusions

The Clusterwise Regression method presented above was applied to the
dataset described in Section 2 multiple times for different parameters. For
each value of the number of clusters, 15 different initial partitions were
analyzed. The algorithm was repeteadly applied until there was no in-
crease in the value of the evaluation measure, or until the increase in the
evaluation measure became negligible. Table 3 presents the best assess-
ment measures received for each value of number of clusters. It was ex-
pected that the weighted coefficient of determination would rise with the
number of clusters K. But it is no surprise that the rise would plateau after
a certain value of K, in this case 5, for which the value of the weighted Ω
attains 92%.

Nb. of clusters Weighted Ω Silhouete Coef.

2 0.7709 0.7963

3 0.8604 0.7187

4 0.9025 0.7052

5 0.9179 0.6892

6 0.9181 0.6840

7 0.9277 0.6692

8 0.9323 0.6438

9 0.9340 0.6717

10 0.9337 0.6679

Table 3: Model evaluation measures

The advantages of using a clusterwise regression model is that it fits
one regression model for each cluster. Each cluster seems to have its own
set of relevant regressors, with different values for these regressors. This
provides a lot more flexibility than to fit a model for the entire dataset,
which could dilute the effect of one specific regressor over a subset of
data. In this case, with a global model we indeed obtain a worse fit, with
Ω = 0.5685.
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Abstract

Ozone (O3) and nitrogen oxides (NOx) emissions can harm ecosystems,
agriculture and public health through their direct and indirect effects on
the air quality. Thus, the ability to predict future concentrations of such
gases is of strategic importance, especially in the current climate chang-
ing scenario. This work presents three methods to predict O3 and NOx
concentrations for the upcomming 24 hours, given a sequence of past win-
dow of the same gas concentrations as input: a moving average, a linear
regression and a Long short-term memory (LSTM) network that exibited
the best result, being able to forecast NOx series with an average root
mean squared error (RMSE) of 115ppb and mean absolute percentage er-
ror (MAPE) of 36% with respect to the ground truth series of the test
set. The presented strategy was used to empower the NanoSen-AQM air
quality platform.

1 Introduction

Gas concentrations observed at a regular interval of time (step) consist in
a time series that can be used to predict future observations in a process
called forecasting [1]. The forecast aim is to estimate how the obser-
vations will sequence into the future. Classical models used to forecast
time series include ARIMA models, decomposition models and exponen-
tial smoothing [2]. Moreover, hybrid methods demonstrated advantages
combining classical models with neural networks, such as in [3] that used
exponential smoothing in conjunction with a Long short-term memory
(LSTM) network and reached state-of-the-art results.

In this work, three methods are used to forecast hourly averaged NOx
concentrations and two methods were used to forecast hourly averaged O3
concentrations. The number of future steps predicted was set to 24 and
only the gas measurements were used as input to forecast future concen-
trations. Making the proposed methods simple enough to enable a smooth
integration in the NanoSen-AQM online platform1 [4].

2 Proposed approach

A moving average technique and a linear regression model were used as
baseline, then a LSTM model was designed to enhance the performance.
We avoided using extra features and specificities of the series in order to
make our methods suitable to integrate and generalize well in the online
platform dynamic environment.

2.1 Moving Average and Linear Regression

Two methods were used as baseline: a simple moving average since it pro-
duces predictions with no need for training, and a ordinary least squares
regression, since it counts as a machine learning solution with low com-
putational costs allied with resonable performance.

As the input for the Linear Regression, a sequence of 72 past measure-
ments were used to predict the upcoming 24 measurements on Devito’s
data. For the Badajoz data, the lenght of the input sequence was reduced
to 48 due the small number of examples.

The moving average were implemented as a simple arithmetic mean
of past measurements. The mean counts as a future predicted step, thus,
the method is repeated until the 24 future steps are predicted. Moving the
window of past measurements towards the more recent values, one step at
each iteration.

1https://nanosenaqm.dei.uc.pt/

We experimented several window lengths to calculate the mean, and
18 was the value that led to the best balance between error metrics and
visual perception of the predictions.

2.2 Long short-term memory (LSTM) network

A NOx series forecast model was designed as a neural network whereas
the input xd sequence containing 72 past measurements is first trans-
formed by a LSTM layer with 20 neurons (units) activated by a hyperbolic
tangent function. Then by another LSTM layer with 8 rectified linear units
and finally by an identity layer that outputs a sequence of 24 values that
corresponds to the predicted future. Figure 1 illustrates the architecture.

Figure 1: The neural network architecture with the number of neu-
rons/units of each layer and its activation functions.

The network was trained through 50 epochs of backpropagation using
gradient descent algorithm and mean squared error (MSE) as loss func-
tion.

The hyperparameters tuned at training were the number of hidden
units and its activation functions. Whereas 20 and 8 hidden units with
tanh and relu activation functions demonstrated to be sufficient to reach
the best average results at training phase.

3 Experimental setup

3.1 Dataset

Series from two datasets were used to develop and test the proposed meth-
ods. As main source, averaged Nitrogen Oxides (NOx) concentrations
recorded from March 2004 to February 2005 in Italy were used. This data
is part of the Air Quality Data Set (Devito) [5] that is publicly available.

Ozone concentrations measured with reference sensors at Extremadura
University campus (Badajoz) from September 21 to September 25 of 2017
were also used to deal with low data availability under the NanoSen-AQM
data.
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Method RMSE (ppb) MAPE (%)
LSTM 115.21 36
Linear Regression 131.34 41
Moving Average 215.86 84

Table 1: Results over Devito’s NOx test set.

Method RMSE (ppb) MAPE (%)
Linear Regression 22.91 38
Moving Average 44.98 57

Table 2: Results over Badajoz’s O3 test set.

3.2 Evaluation metrics

Given the the original ground truth series with the expected output (y =
s1,s2, ...,sn) and the series predicted by the model (ŷ = ŝ1, ŝ2, ..., ŝn). The
RMSE measures the root average of the squares of the errors and its cal-
culated as:

RMSE(y, ŷ) =
√

MSE(y, ŷ) =

√
1
n

n

∑
i=1

(si− ŝi)2 (1)

The MAPE is calculated as a percentage:

MAPE(y, ŷ) =
100
n

n

∑
i=1

|si− ŝi|
si

(2)

3.3 Preprocessing

The gas concentration time series can be defined as a sequence of values vi
as such D = (vi)i=1..|D|. After removing empty rows and filling missing
values with the last valid observation, the original values were rescaled
since machine learning models tend to behave better when feature values
are in a limited range near zero:

si =
vi−min(D)

max(D)−min(D)
(3)

In order to train a forecast model using supervised learning, we need
to derivate from D, a new set D

′
, consisting of pairs (xd ,yd)d=0..|D′ | where

yd is the expected output for an input xd .
Having defined a constant window that is the number of steps used as

input features. And a constant steps that is the number of future steps to
predict:

(xd ,yd) = ((si)i=1..window,(s j) j=window+i+1..window+i+1+steps) (4)

After derivating D
′

we splited it into train and test sets. The first
was the major portion of the examples (75%) and was used to train the
machine learning based methods. While the latter was left untouched and
was used only to evaluate the models at the test phase.

4 Results

For each example in the test set, the trained models were used to make a
prediction as well as the moving average was calculated. After doing this
process over all the set, the evaluation metrics were calculated using the
set of predicted values (ŷ) and the ground truth values (y) of the test set.
Obtaining the final average errors for each test set: Badajoz and Devito.

Tables 1 and 2 sumarize the obtained metrics for the Devito and Bada-
joz test sets respectively. In the Badajoz case, the number of examples
were insuficient to train the LSTM model.

Figure 2 illustrates an example from the Devito test set and the pre-
dicted outputs for this example. Offering a visual perception of the input,
expected output and predictions of each method.

The results demonstrated that all the methods should be improved,
expecially the moving average, which presented much worse metrics than
the others methods despite the sufficient visual perception of it’s predic-
tions.

Figure 2: The predictions of the three methods for an example from the
Devito’s test set.

5 Conclusion and further work

The proposed methods were developed without using hand crafted fea-
tures or series manipulation. Them demonstrated resonable performances,
and were sucessfuly integrated into the NanoSenAQM online platform,
where it is expected some generalization potential without requiring hu-
man intervention. Furthermore, the baselines showed to be attractive for
it’s simplicity and low memory consumption.

Results suggests that the seasonality of the series harm the perfor-
mances, expecially of the moving average. Methods for automatic sea-
sonality removal should be considered instead of classic manual removal
methods, since the latter would not be suitable to be implemented as part
of the online platform.

Besides removing the sasonality of the series, performance improve-
ments can be reached by developing an exponential smoothing strategy
within the LSTM such as [3]. The linear regression models might be ben-
efited from exaustive hyperparameters search. Also, the moving average
can be extended to a exponential implementation, giving greater impor-
tance to recent measurements in the inputs.

Finally, the use of informative features about temperature, humidity,
wind and other factors that have impact in such gases behaviors could
benefit the Linear Regression and the LSTM methods.
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Abstract
Deep neural networks offer a great predictive power when inferring the

pharmacological properties and biological activities of small molecules in drug
discovery applications. However, in the traditional drug discovery process, where
supervised data is scarce, the lead-optimization step is a low-data problem,
making it difficult to find molecules with the desired therapeutic activity and
obtain accurate predictions for candidate compounds. One major requirement to
ensure the validity of the obtained neural network models is the need for a large
number of training examples per class, which is not always feasible in drug
discovery applications. This invalidates the use of instances whose classes were
not considered in the training phase or in data where the number of classes is high
and oscillates dynamically.

The main objective of the study is to optimize the discovery of novel
compounds based on a reduced set of candidate drugs. We propose a Siamese
neural network architecture for one-shot classification, based on Convolutional
Neural Networks (CNNs), that learns from a similarity score between two input
molecules according to a given similarity function.

Using a one-shot learning strategy, few instances per class are needed for
training, and a small amount of data and computational resources are required to
build an accurate model. The results achieved demonstrate that using a Siamese
Deep Neural Network for one-shot classification leads to overall improved
performance when compared to other state-of-the-art models. The proposed
architecture provides an accurate and reliable prediction of novel compounds
considering the lack of biological data available for drug discovery tasks.

Introduction
In drug discovery, we seek to maintain the desired properties of the

main components of the molecules, preventing any structural deviation
that might compromise their biological activity. Thus, the main
objective is to discover novel compounds with optimal therapeutic
effects, less toxicity, greater pharmacological activity, reduced risks for
the organism, and better conditions of solubility and selectivity for the
candidate molecules [1].

The feasibility of recognizing new compounds and their
pharmacological analogs with a reduced set of biological data available
for training remains an important challenge in compound prediction for
drug discovery applications. Moreover, the identification of the class
whenever a new group of molecules is observed, without requiring a
periodic retraining and using only a few training examples per class, is
crucial in drug discovery tasks.

Humans are able to learn multiple representations from a small
number of examples, and then use the knowledge acquired to
distinguishing new examples of these same representations, even if
observed only once [2]. These idea of similarity gave rise to one-shot
learning methods.

Instead of directly classifying a given instance, a one-shot learning
model learns a similarity function that accepts two inputs, and returns a
score that denotes the similarity between them. The learnt similarity rule
allows to predict instances whose classes are unknown at training stage.
The model learns a distance metric capable of distinguish two different
inputs, and highlight the dissimilarities between them [3].

In the context of drug discovery, the application of a one-shot
classification strategy improves the prediction of novel compounds
whose classes are less-represented and only requires one example per
class for training. Despite the size of the training set, a single molecule
per class is needed for training. This molecule is used as a reference
instance to compute the distance with any other molecule, while
predicting a novel compound in one shot, according to the output
similarity score generated between them. This similarity measure is the
probability of both inputs belonging to the same class of molecular
structures.

Model
A Siamese neural network built upon two parallel and identical

convolutional neural networks is introduced as the proposed model
approach. This network is compatible with a set of pairs of compounds
provided for training. The model learns a similarity function and returns
a distance metric applied to the output feature vectors from both siamese
twins. This similarity measure allows the model to predict novel
compounds in one shot, based on a reduced set of candidate molecules
available for training.

Tox21 was the dataset used to extract SMILES (Simplified
Molecular Input Line Entry System) for compound representation and
encoding [4].

One-Shot Siamese Neural Network
We propose a Siamese Neural Network that accepts molecules

organized in pairs. This model consists in two parallel and identical
convolutional neural networks. Both Siamese twins are indistinguishable,
since they are two copies of the same network and share the same set of
parameters [5].

These parallel networks reduce their respective inputs to
increasingly smaller tensors as we progress to the high-level layers. The
difference between the output feature vectors is used as an input to the
learnt similarity function. In a one-shot learning approach, one
compound is established as a reference molecule and compared with
different compounds expressing the probability of both belonging to the
same class, according to a given similarity score score. The Siamese
twins are symmetric neural networks, which means that the similarity
score generated between d1 and d2 is equal to the score generated
between d2 and d1. Thus, if we switch the order of the inputs of the
Siamese network the returned output prediction would be the same:

(1)

This symmetry property is very important when learning a similarity
metric. An architecture based on two parallel neural networks
propagates two inputs through the same set of weights and the difference
between the output feature vectors serves as an input to a similarity
metric. This symmetry-based approach is less expensive and leads to a
pairwise training which improves the model prediction accuracy.

Pairwise Training
A training set in which half are pairs of the same class and

another half of different classes was considered. Since the Siamese
neural network accepts pairs of molecules, the dataset size increases,
given the number of possible combinations for the pairs of molecules
available for training. However, we consider half of the pairs of the
same class and half of the different classes for training. Therefore, the
maximum number of possible combinations for compound pairs is the
total number of possible pairs for compounds of the same class. If there
are L examples each of Q classes, the total number of possible pairs of
the same class is given by,

(2)

The number of training instances increases in Q of a square
factor and in L of a linear factor. The increase in the size of the training
set reduces the effect of overfitting.
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Model Architecture
The model architecture that maximizes performance is the one

whose number of convolutional layers is 4, the number of filters in each
layer is a multiple of 16, and in which the corresponding output features
maps are applied to a ReLu activation function and to a maxpooling
layer.

The output feature map of the last convolutional layer is flattened
into a single vector that serves as an input to a fully connected layer with
1024 units. This layer learns a similarity function between two feature
vectors by applying a distance metric to the learned feature map. It is
followed by a dense layer that computes the absolute difference between
the two output feature vectors. This value serves as input to a sigmoid
function in the last layer.The predicted similarity score is given by,

(3)

v1 and v2 are the output feature vectors of the last convolutional layer of
each Siamese twin, l the index representing the dense layer, i the index
in each output feature vector and sigmoid the activation function. This
defines a fully-connected layer for the network which joins the two
Siamese twins and computes a distance metric over the feature space
returning the similarity score between the two feature vectors.

The first Siamese twin returns the output feature vector for a given
query molecule and the other returns an output feature vector for a
molecule representing each one of the compound classes. This similarity
measure is a probability, assuming a value between 0 and 1. If score is
equal to 1, the probability of both compounds belonging to the same
class is maximum. If score = 0, this probability is minimum according to
the learnt similarity rule.

N-way One-Shot Learning Classification
The reduced amount of biological data available for training led us

to adopt a new strategy to predict novel compounds using the proposed
model. A one-shot classification strategy is applied to demonstrate the
discriminative power of the learned features.

The Siamese network earlier described accepts pairs of compounds
from a small training set D with a given number of N examples of
encoded matrices of equal dimension and label l:

)),(),...,,(( 11 NN ldldD  (4)

The data for classification is organized in pairs, one example from a
support set S and the other from a test set T. The support set consists of
set of molecules representing each class selected at random whenever a
one-shot learning task is performed. The support set has compounds
representing each one of the compound categories and the test set has
the test molecule of unknown class provided for classification.

In order to access the ability to make accurate predictions, a test
instance dj of unknown class is selected. Knowing that only one instance
in our support set corresponds to that same class, the objective is to
predict that class l belonging to D as the label li of an instance di.

Note that for every pair of input twins, our model generates a
similarity score between 0 and 1 in one-shot. Therefore, to evaluate
whether the model is really able to recognize similar molecules and
distinguish dissimilar ones, we use an N-way one shot learning strategy
(Figure 1). The test molecule is compared to N different ones and only
one of those matches the original input. Thus, we get N different
similarity scores {score1,..., scoreN} denoting the similarity between the
test molecules and those on the support set. This process is repeated
across multiple trials, the model accuracy being determined as the
percentage of correct predictions. Thus, in each trial, the pairs are
organized for validation so that the first pair is a pair of instances of the
same class, with the remaining pairs formed by compounds of different
classes. If the pair of compounds of the same class (the first pair) gets
the maximum similarity score, the model prediction is correct.

Over multiple trials, in each one-shot task, the Siamese network
predicts which of the compounds present in the support set S most
closely resembles the given test molecule in the test set T. The
prediction pred corresponds to the pair (di,dj) that returns the highest
similarity score score(di,dj) in a one-shot trial with di the test molecule
and dj the support set molecule,

(5)

It is possible to verify that increasing N, more challenging it
becomes to obtain a correct prediction and lower is the accuracy of the
model. This is due to the fact that it is more difficult to obtain the
maximum similarity score for the first pair due to the presence of a
greater number of pairs in comparison at each trial.

Figure 1: N-way one-shot classification using a Siamese neural network.

Results
In this paper, we propose a model able to predict novel compounds

according to a degree of similarity between molecules. This metric is
computed by a similarity function learnt by a one-shot Siamese neural
network built upon two parallel and identical convolutional neural
networks. To measure the model performance, the accuracy was
determined using a N-way one-shot learning strategy described
previously:

(6)

The comparison of a given complex model with a set of simpler base
models is a common strategy when assessing performance. Therefore, it
was crucial to compare the proposed model with traditional machine
learning approaches and simpler deep learning approaches (Table 1).

Table 1: N-way One-Shot Learning Accuracy Results.
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Abstract

Condition-Based Maintenance (CBM) using intelligent prognostic strate-
gies that estimate Remaining Useful Life (RUL) has been applied in real
scenarios to reduce maintenance costs and down times of machinery. When
applied to aircraft maintenance, these models have also been developed
in collaborative platforms that make use of data from similar components
both in the same and different aircraft.

Even though RUL predictors have been presenting potential opportu-
nities for developing federated scenarios after aggregating machine learn-
ing models, accuracy improvements of these models have not been eval-
uated yet, mainly due to absence of aircraft data.

In this work, we propose two collaborative federated approaches to
determine RUL prognosis. The first approach aggregates models of equiv-
alent subsystems located in the same airplane, while the second approach
aggregates equivalent subsystems on different airplanes. We analyse two
different systems from the aircraft: Integrated Cooling System (ICS) and
Cabin Air Conditioning and Temperature Control System (CACTCS). We
present the study of possible sensor data combinations according to the
two proposed collaborative approaches.

1 Introduction

Prognostic is a very promising paradigm that permits strategies as Con-
dition Based Maintenance (CBM) for reducing maintenance costs and
downtimes of machinery such as aircraft systems [1]. CBM uses Prognos-
tics and Health Management (PHM) techniques and metrics as Remaining
Useful Life (RUL) to schedule maintenance tasks which are based in the
duration left for a system before it fails [4].

RUL estimators are categorized into three types: model-based ap-
proaches, data-driven approaches, and fusion approaches [7]. Model-
based approaches require physics machinery knowledge, while data-driven
approaches analyze data using statistics and maths [1].

Strategies for developing data-driven approaches are based on the use
of Artificial Intelligence techniques which have been deeply explored in
the context of time series forecasting [4]. On the other hand, in order
to reduce the distance between the estimation and the theoretical RUL,
a recent collaborative paradigm named Federated Learning has been in-
tegrating machine learning models based on neural networks [6]. These
evaluations have been done using virtual data engines as Turbofan but the
aggregation of other equivalent airplanes subsystems has not been evalu-
ated yet. Thus, in the present document, the aggregation of subsystems of
the same airplane and different airplanes is considered.

2 State of the Art

The distance between RUL estimations and theoretical RUL for Turbo-
fan engines has been reducing using direct computation approaches [6].
These approaches have been applied because degradation trends have
been identified in specific time sensor data [5]. Nevertheless, due to the
noise of sensors, finding a tren degradation requires of feature selection
processes and the use of Health Indicator (HI) measures as the input for
RUL computation [2, 3, 4].

The computation of virtual HI based on-flight phases aggregation [2]
and feature selection under 3σ rule [4] has been presenting promising
results for RUL computation of Boeing 787 Systems. However, the in-
tegration of HI estimators of equivalent subsystems of different airplanes
has not to be done because federated scenarios on Boeing 787 datasets
have not been identified yet.

3 Proposed Approach

Health estimator based in physics models have been limiting the scalabil-
ity of PHM systems because collaborative scenarios have been depend-
ing on centralized processing architectures. So, estimators based in data-
driven approaches through the use of neural networks have been gaining
interest after collaboratively improving the accuracy of prognostic mod-
els under a newfangled parading named Federated Learning [6, 8]. Using
the global loss function of the Equation 1, federated techniques based on
Gradient Descent minimization improve the accuracy of equivalent prog-
nostics systems in private aggregations of machine learning models [8].

F(w),
∑N

j=1 n jFj(w)

n
(1)

Accuracy improvements in terms of distance between theoretical RUL
and RUL estimations have done after iteratively averaging prognostic
models (Fj) on a Federated Server, obtaining a central model (F(w))
which contains the knowledge of a defined number of federation partici-
pants (n) [6].

4 Experimental Setup

4.1 Datasets

For this work, data collected from the Cabin Air Conditioning and Tem-
perature Control System (CACTCS) pack and the Integrated Cooling Sys-
tem (ICS) pack of Boeing 787 airplanes have been available as two datasets.
The CACTCS pack is part of the Environmental Control System (ECS)
and provides cabin temperature management and control, while the ICS
pack is one of the three main packages which provide cooling flow to
the primary electronics, the galley, and the forward cargo air conditioning
system.

4.1.1 Cabin Air Conditioning and Temperature Control System

This dataset comprises data extracted from 13 different airplanes, in which
data of sensors, faults and removals are useful for a posteriori RUL com-
putation. Sensor data were extracted from 2 Packs systems using a sam-
pling rate of 1Hz (sample per second). For each CACTCS pack, the data
were retrieved from 45 different anonymized sensors. Here 23 sensors
catch pack general information, while the other 22 sensors catch informa-
tion of 2 equivalent Cabin Air Condition (CAC) components.

The faults data contains three types of failure reports that have been
occurred during flights. Flight Deck Events (FDE) faults have been auto-
matically generated during flights after presenting anomalies in sensors,
while Aircraft Technical Log (ATL) and Predictive Maintenance (PM)
faults have been identified by the maintenance team. Due to PM faults
present removal/replacements dates given by technicians, we consider us-
ing these faults for HI prognosis.

4.1.2 Integrated Cooling System

This dataset comprises information collected of 17 Boeing 787 airplanes
during 21 months. Similarly to CACTCS, ICS is composed of sensor
data, failures and removals. However, FDEs are not reported over time,
closing to use failure information provided by technicians.

ICS sensor data was retrieved from 70 anonymized sensors, which
include 4 equivalent Supplemental Cooling Unit’s (SCU), 2 SCU Motor
Controllers (SCU-MC) and 2 PUMPs. However, as failures and removals
are known only for SCUs, we propose to use only 9 sensors as input
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Figure 1: 1st Federated approach: Subsystems of different airplanes

of an SCU RUL predictor and reuse the four of them in collaborative
approaches.

4.2 Dataset equivalent terminology

To aggregate HI estimators of equivalent components of CACTCS and
ICS with federated techniques, Boeing 787 systems terminology of the
Table 1 has to be generalized to describe the identified approaches.

Federated Learning CACTCS ICS
Subsystem Component Unit
Model Comp. HI predictor Unit HI predictor
Federated Model Fed. HI predictor Fed. HI predictor

Table 1: Generalized terminology used in collaborative approaches

CACTCS dataset is composed of sensor data obtained by different
components, while ICS dataset contains units. Thus, in order to adopt
the same terminology in a Federated context, systems correspond to the
dataset and subsystems correspond to components or units, respectively.

5 Proposed Implementation

5.1 Federating subsystems of the same airplane

Figure 2: 2nd Federated approach: Subsystems of the same airplane

The approach illustrated in the Figure 2 assumes that some subsys-
tems (same color boxes) per airplane are equivalent. In other words, the
Remaining Useful Life of the 4 CAC components of CACTCS or 4 SCU
units of ICS can be prognosticated using the same model.

Federation of equivalent subsystems does not require sharing mod-
els of different airplanes, but doing that, the prognosis accuracy of the
federated model could be already improved.

5.2 Federating subsystems of different airplanes

In the Figure 1, the federation of equivalent subsystems (same color boxes)
of different airplanes is illustrated. This approach generates one Federated
Model per subsystem after aggregating models of different airplanes.

In the case of CACTCS, is assumed that the RUL of the 4 CACs of
the left and the right packs can not be foreseen with the same model, i.e.,
the input sensors’ data could be different for each subsystem. For ICS,
this approach assumes that both SCU and PUMP are different.

6 Conclusions and Future Work

Due that the number of airplanes and failures are different for each dataset
subsystem, the number of nodes for the both federated approaches are de-
tailed in the Table 2. For the first federated approach, 10 CACTCS models
and 9 ICS models contain the information of a same subsystem but located
indifferent airplanes, while for the second federated approach, the number
of federated constituents varies according each L-th and SCU-th subsys-
tem. So, after developing and federating RUL predictors, improvements
of federated approaches will be evaluated in future work.

Dataset CACTCS ICS
Subsystems CAC (L1,L2,L3,L4) SCU(1,2,3,4)
Airplanes 13 17
Failures 24 22
1st Fed. Approach 10 9
2nd Fed. Approach 6, 6, 4, 5 7, 4, 6, 2

Table 2: Federated cases for CACTCS ans ICS datasets
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Abstract 
Trajectory planning is an NP-hard problem, and the computational effort of 

planning methods is usually high. In this paper is presented an algorithm for 

planning and optimizes trajectories. The trajectory is defined via Spline Cubic 
Polynomial interpolation, which represents continuous particles in a continuous 

search space. Therefore, to find the quasi-optimal trajectory, an adapted Particle 

Swarm Optimization algorithm is used, where particles are continuous spline 
functions. When applied to robots, this algorithm generates smooth motion 

trajectories, with two times continuously differentiable curves, and avoiding 

obstacles placed in the workspace. Thus, it can be used for autonomous robot path 
planning or transportation problems. It methods is also appropriate to contours 

image segmentation task. It was tested by hard 2D and 3D problems and the results 

demonstrated the effectiveness and performance of the algorithm.  

1 Introduction 

The scientific and industrial community have given much effort on 
creating optimization algorithms to solve global path planning problems. 
Also, there is a growing interest on path planning to be use by mobile 
robots, cars with autonomous driving, drones and industrial machines for 
many proposals [1-2]. This interest is now extended in contour task 
(segmentation) of digital image or to support analysis methods [3-4]. 

Path planning (PP) is only possible when the environment map is known. 
For instance, the robot’s movement involves moving along a trajectory, 
starting from a specific point and finishing in an endpoint, passing 
through a sequence of points on its way and avoiding collision with other 
objects in the same workspace. Additionally, a robot’s trajectory includes 
the motion of the robot with respect to time that is constrained by 
kinematic limits (e.g., joint velocity limit) and dynamic limits (e.g., torque 
constraint) of the robot joints and motors. 

Hence, the goal is to plan and coordinate the motion of the robot axis. 
This is possible by fulfilling all constraints in order the robot passes all 
waypoints without any collisions and finally reaching its destination. The 
basic requirements of a good trajectory are the combination of smooth 
motion, a short and safety path. If these objectives are fulfilled, robots can 
efficiently improve its trajectory performance, namely by reducing the 
time of travel and the energy consumption [5].  

Many trajectory-generation methods were proposed in the literature [6-
7], which created motion trajectories for the robots considering several 
simultaneous criteria and constraints such as travelling distance, 
smoothness, security and feasibility [8], which it is almost a NP-hard 
problem. For the majority of the problems, it doesn´t exist an explicit 
solution or a deterministic method to solve them in an optimal and global 
way, taking into account all the constraints. To overcome these 
difficulties, the problem is usually simplified and therefore, the quality of 
the path solution is reduced. For many of these methods, a set of points 
with specific constraints is given and a path is generated from the 
combination of straight lines and circular arcs [9]. However, there is a 
curvature discontinuity at the straight line and at the circular arc joint. To 
cope with this problem, many researchers have modelled robot 
trajectories as piecewise quadratic or cubic Bézier curves [10]. Cubic 
polynomials splines have also been widely used as single curves to 
generate two times continuously differentiable curvature (trajectories), 
C2, [11-13]. 

As I mentioned, in this paper I use the PSO algorithm to find a quasi-
optimal trajectory through a feasible path in a complex environment, 
using a baseline smooth path based on cubic splines.  This work is a step 
ahead of the algorithms proposed in [14], now with the improvement of 
the attraction/repulsive force of the Spline particles of the PSO 
algorithms. This method does not use traditional particle entities. Instead, 
they were replaced by continuous functions, namely by cubic splines, 
obeying certain C2 continuity requirements throughout their domain and 
interpolating waypoints [15]. It is able to (iteratively) refine the path and 
thus find an efficient, collision free path in real time through an 
unstructured environment. This method is validated, and its performance 
evaluated through a set of simulations of hard and complex problems, 

with a great number of circular or spherical obstacles. The algorithm 
demonstrates a high success rate for all of the tested environments. 

The rest of this paper is organized as it follows. Section 2 introduces the 
problem formulation for path planning. Section 3 introduces the PSO-
Cubic Spline algorithm, PSO-CS, an optimization method in the space of 
continuous spline functions, and Section 4 presents experiments and 
result analysis. Finally, Section 7 summarizes the whole paper and 
presents the main conclusion.  

2 Trajectory planning problem 

Let a workspace W  with n obstacles 
oO , 1, ,o n , and a set of 

trajectories
   , , 0, , 1
k

k j jT t X j m    where m are the number of 

waypoints with coordinates 
 k

jX W , the desired location of the robot at 

time jt , specified in task space. It is assumed here that the positions of 

the starting and ending waypoints are provided. 

For a given set of waypoints there is a unique piecewise-cubic trajectory,

 S t , that passes thr    ,j y jy t S t ough the points and satisfies a certain 

smoothness criterion. Specifically, let the Spline trajectory in 3W  R

between times 1jt   and jt as a cubic functions, one for each coordinate 

system:     j xjx t S t , and    ,j z jz t S t , where S is a cubic polygon, 

i.e.,  3 2

, 1 1r j rj j rj j rj j j jS a t b t c t r t         for  , ,r x y z . Founded a 

set of sequential waypoints, there exists a unique set of coefficients

 
  3,

1, ,

, ,rj rj rj r x y
j m

a b c




R , such that the resulting trajectory passes 

through the waypoints and has continuous C2 profiles in the complete 

path. The waypoints are the visible solution of the optimization process 

performed by the PSO algorithm. However, in their evolutionary strategy, 

it takes into account not directly these points, but the complete path 

trajectory curve (spline) by evaluating its performance in the generated 

path. Truly, the PSO-CS, is an optimization method in the space of 

continuous spline functions. 

3 Spline PSO algorithm 

Particle Swarm Optimization, PSO, is inspired by the social behaviour of 
some biological organisms, especially the ability of some animal species 
to locate a desirable position in a given area. There are examples of this 
social behaviour on flock of birds and shoal of fish. This method is one 
of the optimization methods developed for finding a global optimal of 
some nonlinear function [18]. 

This method applies the approach of problem solving by a population of 
candidates solutions. Each solution consists on a set of parameters and 
represents a point in multidimensional space. The solution is called 
”particle” and the group of particles (population) is called ”swarm”. These 
particles move inside the search-space according to a few simple formula, 
they are guided by their own best known position in the search-space as 
well as the entire swarm's best known position, iteratively trying to 
improve a candidate solution with regard to a given measure of quality. 
So, each particle i is represented in a D-dimensional by the position vector 

ix and it has a corresponding instantaneous velocity vector 
iv . It has a 

memory that tracks a best position of the previous iteration: the particle’s 
optimal position pbest and the particle’s global optimal position gbest. 
The particles are moving in W, under an action of one force that results 
from random combination of three effects: inertial, attraction of pbest and 
attraction of gbest. Under the effect of this force, the speed of particle is 
update in each iteration as: 

          1 1 , 2 21i i best i i gbest iv k v k c r p x k c r p x k       (1) 
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where  is an inertia weight parameter, r´s are random numbers drawn 

from a uniform distribution in interval  0,1 , 
1c  and 

2c  are weights also 

designed as ‘cognitive acceleration coefficient’, respectively for local or 

global best position. The components values of 
iv  is restrict into the 

interval  max max,v v . Next, the position update rule (2) is applied: 

      1i i ix k x k v k   . (2) 

In this work, the PSO method does not use traditional particle entities. 

Instead, they were replaced by continuous functions, namely by cubic 

splines. Cubic Spline that obeys a certain C2 continuity requirements 

throughout their domain and interpolating waypoints defines the path. 

The arcs of Spline are subject to a force of repulsion by obstacle objects. 

This fourth component of the force that moves the particle in W. 

Despite the differences, for simplicity of analysis, we are going to use the 

same designations indistinctly. 
iS represents the ith Spline particle, with 

waypoints 
iX  in W, that it have an instantaneous velocity vector function

 iu t .  ij i jU u t  is the velocity vector of the jth waypoint of spline 

particle i with travel trajectory time jt . Under the influence of near 

objects, the arcs of Spline are subjects to a repulsion force. This force has 

a higher magnitude value if the arc spline is inside object body and, 

consequently, a less magnitude value for spline arcs further from the 

object.  It has a null value for distances greater than the distance of safety 

margin. This tensor or strain force that propagates across Spline curve to 

their waypoints results in the force
iR . This joins to the other PSO force, 

which represents another right term of equation (1). 

4 Tests and results 

I tested the PSO-CS algorithm for robot path planning in ®MATLAB 

platform in two test-examples, the 1st in two-dimensional space, 2D, and 

the 2nd in three-dimensional space, 3D. The workspace has a shape like a 

square/cube with edge length of 100 units. Inside there are 30 

circular/spherical obstacles with radius length of 10 units. In the first 

example, the circles are random placed on workspace while in the 2nd text-

example a wall, made by 24 spheres and a hole at its centre that split the 

workspace in two zones. Three more spheres are randomly placed in each 

one-sided zones. We assume that the start position of the robot is in origin, 

 0 0,0X  /  0 0,0,0X  , and the end position is in opposite vertices, i.e

 1 100,100mX   /  1 100,100,100mX   . 

PSO-CS uses Spline curves as particles. It adjusts the randomly placed 

waypoints of Splines population, where the particles are the coordinates 

of these points, in a discrete optimization process. The spline particles 

have 5 waypoints. One hundred ‘particles’ have been used for simulations 

with 100 iterations. For both environments, the PSO-CS was tested. The 

best Spline path is recorded at each iteration. At the end of the process, 

the best Spline trajectory is shown, as well as the final population and the 

best performance evaluation in each iteration. Figure 1 and Figure 2 show 

the results, respectively, for the 2D and 3 D test-examples. The red line 

shown in figures represents the optimum path generated by the algorithms 

and the filled circles/spheres represent obstacles. 

From simulations results, we can conclude that PSO-CS algorithm 

efficiently finds a collision-free path between the initial and destination 

points, the global solution with a quasi-optimal performance value. 

5 Conclusions 

This paper presents an improved version of the PSO-CS algorithm for 
global path planning. In order to get smoother planned paths, it uses a 
Cubic-spline smoothing technique. It was tested for robot motion 
planning problem, which it is treated as an optimization problem. Random 
obstacles are place on the 2D and 3D workspaces. The PSO-CS, in each 
iteration, try’s to find a feasible Spline curve with the best performance, 
defined by appropriated waypoints. The result is a smoother planned path, 
which it is a quasi-optimal trajectory. Experimental results show that it is 
an excellent method for path planning, generating collision free and 
smooth trajectories with shorter paths length. 

 
Figure 1: PSO-CS: (a) Best trajectory; (b) Population of splines. 

 

 

Figure 2: PSO-CS trajectory. View: (a) El. 30º, Ez. -60º and (b) Ez. 60º. 
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Abstract

In a recent approach defined as Federated Learning (FL), a single model is
shared between a server and the clients instead of the data itself, reducing
the amount of data transferred. In addition, FL attenuates the privacy
concerns since each model is computed locally by their respective client
and only the model is shared.

Federated Learning is still a recent technology and, as such, much re-
search is yet to be done. This work presents the proposal and implemen-
tation of two Federated Learning algorithms and comparison with state of
the art.

1 Introduction

Federated Learning (FL) [1] is a rising decentralized learning technology.
While conventional Machine Learning methods require data to be central-
ized, Federated Learning allows multiple clients to learn a shared global
model without needing to send their local data to a server. In addition, all
of the model’s training is done locally and coordinated by a central server.

In a FL setting, the clients receive a shared model from the server
θt and train it with data which is only accessible to it. Afterwards, each
client sends the updated models to the server. In the server, the uploaded
models are aggregated in order to form a new model.

This work proposes two new methods which outperform the state of
the art (Federated Averaging and Federated Proximal) of Federated Learn-
ing: Federated Directional Congruent Learning (FedCong) and Federated
Momentum (FedMom). While the first is based on the directions of the
models’ updates, the second algorithm is based on the momentum of the
global model.

1.1 Federated Averaging

Federated Averaging (FedAvg) [1] is a FL algorithm which generates the
global model by periodically averaging the clients’ locally trained models
[1].

The algorithm starts by initializing a global model θt . Afterwards, at
the t Communication Round (CR), the server selects a random subset of
clients, K, and uploads the current global model to the clients. The cho-
sen clients then train θt by performing stochastic gradient descent (SGD)
locally for E epochs. Lastly, the clients upload the resulting model to the
server where they are aggregated using a weighted average given by:

θt+1 = ∑
k∈K

nk

n
θ k

t+1 (1)

where n is the sum of all clients’ local data nk. It is empirically shown
in the work by H.Brendan McMahan [1] that the tuning of the number of
local updates is of major importance for FedAvg to converge. It is clear
that more local updates cause the model to be fitter for the local opti-
mization problem and move further away from the initial model, possibly
causing divergence.

1.2 Federated Proximal

Federated Proximal (FedProx) [4] was developed with the purpose of re-
stricting the amount of divergence of the local model with regard to the

global model, removing the need for heuristically limiting the number of
local updates.

FedProx is similar to FedAvg with the difference being that each
client local optimizer minimizes the objective given by:

minhk where hk = Fk +
µ
2
||θt −θ k

t+1||
2

(2)

where µ
2 ||θ −θ t ||2 corresponds to the proximal term, which reduces

the effect of local updates by making the local model θ k
t+1 closer to the

global model θt . A cautious reader will note that if µ = 0, then this algo-
rithm is the same as the FedAvg algorithm.

2 Proposed Algorithms

The next sections contain the new Federated Learning algorithms pro-
posed and implemented in this work, namely Federated Congruent Di-
rectional Learning (FedCong) and Federated Momentum Learning (Fed-
Mom).

2.1 Federated Congruent Directional Learning

In this section, the FedCong algorithm will be presented. This algorithm
tries to mitigate a problem in FedAvg. As it was previously explained,
in FedAvg, the bigger the number of updates, the more fitted the model
is to the local optimization problem, potentially causing divergence. This
divergence can lead to a decay in the model’s convergence speed.

The FedCong algorithm was developed taking these facts into con-
sideration. It is similar to the other methods with the main difference
being that at the server, for each local model θ k

t+1 received, each weight
wk

t+1 update for the local problem is analysed. On the one hand, in case
wk

t+1 < wt , then it can be concluded that wk
t+1 had a negative update. On

the other hand, in case wk
t+1 > wt , then it can be concluded that wk

t+1 had
a positive update.

After this process in completed, for each weight this algorithm calcu-
lates the number of positive and negative updates of all the local models.
Afterwards, one of three possible situations will occur:





if P≥ K ∗α, then average the positive clients
if N ≥ K ∗α, then average the negative clients
otherwise, then average all the clients

(3)

where K is the number of selected clients, P and N are the number
of positive and negative updates for a specific weight, respectively, and
α(0,1) is a control parameter which specifies the minimum number of
positive or negative updates that are necessary to average a weight using
only the positive or negative updates.

2.2 Federated Momentum Learning

The FedMom algorithm was inspired by the Momentum optimizer [3,
5], having the objective of maximizing the training speed of the FedAvg
algorithm. Momentum is known to help the gradient vector pointing to
the right direction, damping oscillations and taking more straightforward
paths to the local minimum.

The following equations (4, 5, 6) show how the momentum update
can be reformulated into a Federated Learning setting. Firstly, FedMom

Proceedings of RECPAD 2020 26th Portuguese Conference on Pattern Recognition

103



starts by initializing a global model, θt . Afterwards, similarly to FedAvg,
the server selects K clients and uploads the current global model, θt . Sub-
sequently, the clients selected take one or multiple SGD steps locally as
follows:

θ k
t+1 = θt −ηak where ak = (gk

e +gk
e−1 + ...+gk

0) (4)

where θ k
t is the local model of the k− th client, η is the learning rate,

t represents the global model’s timestamp, e represents the local model’s
timestamp, gk

e are the error gradients of θ k
e , and ak is the sum of all the

gradient updates of the k− th client’s local model.
Afterwards, the clients upload the resulting model θ k

t+1 to the server.
In the server, for every θ k

t+1 the server calculates the local update. Then,
it calculates the global update of the model using each local update as
follows:

−ηak = θ k
t+1−θt

α =
K

∑
k=1

nk

n
(−ηak)

(5)

where α is the global model update, n represents the total number of
data points and nk represents the number of data points of the k−th client.

After this process is completed, the server stores the momentum vari-
able and updates the global model as follows:

vt+1 = δvt +α
θt+1 = θt + vt+1

(6)

where δ is the momentum term. As it can be observed, the momen-
tum update (vt+1) is calculated by summing a fraction of the previous
update and the global model’s update. Afterwards, the global model is
updated by summing the previous model with the momentum update.

3 Experimentation

In this section, the experimental results of the Federated Learning opti-
mizers will be presented. The algorithms tested were: FedAvg, FedProx,
FedCong and FedMom.

In the scope of this work, the baseline model considered is the Fe-
dAvg since it is the most widely used algorithm for Federated Learning.
In addition, FedProx is also evaluated. The primary objective of this work
is that FedCong and FedMom outperform FedAvg by increasing the con-
vergence speed of the models while maintaining the Mean Absolute Error
(MAE). The best algorithm is the one whose CR of stabilization is the
lowest without increasing the MAE.

The experimentation was done using the Turbofan Dataset. The Tur-
bofan dataset is composed of four sub-datasets (FD001, FD002, FD003
and FD004). Each dataset has a time series readings of 26 features, such
as Operational Settings, unit number, time indicator and 21 sensors’ val-
ues regarding the turbofan engine components. At the start of each series,
the system operates in a healthy condition until some point in time where
it enters a failure state and can no longer function. This degradation is
captured by the time indicator feature.

In addition, after some literature review, it was concluded that only 14
out of the 21 sensors presented valuable information to be used as input
features.

For each dataset, J clients were created so that each client has exactly
two time series. As such, each client only has a small portion of the data.
In the following experimentation, for each CR, K clients were randomly
selected from the J clients. The value of K for these experiments was set
to 20.

Each client of the FL setting is represented by a Feed Forward Neural
Network which has the objective of predicting the system’s health per-
centage. This neural network takes as input the preprocessed features’
values. The network architecture is as follows: three hidden layers with
20, 30 and 20 neurons, respectively, with tanh activation functions; the
output layer is a single neuron with a sigmoid activation function, which
represents the predicted system’s health percentage. The local optimizer
used was SGD and the error function used was the Mean Square Error
(MSE).

In Figure 1, the results of the proposed methods are presented for
the four different datasets (FD001, FD002, FD003 and FD004). The step

size η is similar between all the algorithms. The α and δ from FedCong
and FedMom, respectively, were tuned in order to obtain the best perfor-
mance. It can be observed that the two new proposed algorithms converge
faster than the others while maintaining the same MAE.

(FD001) (FD002)

(FD003) (FD004)
Figure 1: Performance comparison between FedAvg, FedProx, FedCong
and FedMom

4 Conclusion

The main contribution of this work are the proposal and development of
two new Federated Learning algorithms, namely FedCong and FedMom,
and comparison with state of the art. These methods have the objective of
improving the convergence speed of the Federated Learning models.

Although FedCong and FedMom greatly increased the convergence
speed of the models, some limitations should be considered. Firstly, in
FedCong, it is of most importance to tune the control term, α , with respect
to the data distribution. If the α value is low and the current CR has a bad
error representation, the global model will have difficulties to converge.

As for FedMom, the momentum parameter δ has to be tuned in or-
der for the model to converge. During a model’s update that has a poor
representation of the global error, a large momentum term can cause the
model to diverge even further and have constant fluctuations. This can
cause difficulties in the convergence of the model.

For future work it is suggested to improve the FedCong algorithm
by taking into consideration more than just the direction of the gradient
descend step. For example, taking into consideration also the size of the
step may help reducing the fluctuation of the global model.

In addition, it is suggested to compare the FedMom algorithm to the
work proposed by Huo et al. [2] where the authors use the current model’s
update to estimate the new weight value, instead of using an exponentially
weighted average.
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Abstract

A comparison between strategies aiming at optimal lag selection for co-
variates in INGARCH models, in the context of the analysis of the associ-
ation between air quality and daily number of respiratory hospital admis-
sions in Portugal is presented. To this end, a block-forward (BF) approach
is developed for automatic selection of covariates. Then, two strategies
are used for optimal lag selection: (i) fixed lag (FL) approach, with opti-
mal lag being selected as the one which maximises the cross-correlation
between the covariate and the daily admissions; and (ii) changeable lag
(CL) approach, with optimal lag being selected as that minimising the
AIC criterion among all candidate lags. Results show that CL models
have more significant covariates and lower AIC values than FL models.
The coefficients of covariates simultaneously in FL and CL models are
similar, despite having different optimal lags. Hence, the lag selection
strategy has an impact on model fitting, which cannot be neglected.

1 Introduction

This study considers the INteger Generalised AutoRegressive Conditional
Heteroskedastic (INGARCH) processes to model the association between
hospital admissions and air quality. These have an ARMA-like structure,
though the data generating mechanism is analogous to that of a GARCH
model in the sense that the conditional mean recursively depends on the
past conditional means and on the past observations [2, 3]. The IN-
GARCH formulation incorporates link/transformation functions [8], to
deal with negative serial correlation [4] and, time-varying covariates [5].
Model construction with covariates demands optimal criteria for covari-
ate selection. The importance of such criteria is evident, as model per-
formance can be improved by ignoring irrelevant covariates and, by con-
sidering the relevant covariates at optimal lags. These criteria should also
address collinearity, as a strong association among covariates may ob-
scure their relationship with the response and may lead to computational
instability in model estimation. This paper introduces a novel method
for optimal selection of time-varying covariates - the block-forward (BF).
Briefly, covariates expected to induce the same effect on the response are
included in one block. For each block, the significant covariate leading
to the lowest Akaike Information Criteria (AIC) model is included in the
model, as long as the covariates already in the model remain significant.
In time series context, the association between a response and a predictor
are usually lagged. As an example, it is well-known that the maximal as-
sociation between air pollution and hospital admissions may be delayed
up to 7 days [7]. Traditionally, the optimal response/predictor lag is eval-
uated from the absolute cross-correlation function (CCF), previously to
model construction. However, this procedure does not consider the possi-
ble associations among covariates. Thus, optimal lag choice in the process
of covariate selection (and not a priori) is a promising approach, as differ-
ent lagged versions of the same predictor can be thought of as a block of
collinear covariates. Thus, we aim at the comparison of two strategies for
lag selection, one based on the traditional CCF criterion (fixed lag, FL)
and another considering the optimal AIC criterion among several candi-
date lags (changeable lag, CL), using the BF covariate selection method.

2 Data & Methods

2.1 Data

This study included the analysis of time series of air quality (PM2.5,
PM10, NOx, NO2, CO, O3 and SO2), of temperature and of daily counts

of hospital admissions (due to respiratory causes) during the 2005-2017
period. Figure 1 shows an example of a hospital admission time series,
which clearly exhibits an annual seasonal pattern.
The spatial matching of air quality, temperature and hospital admissions
was based on a 20km influence circumference centered around each air
quality monitoring station. Hourly air quality data at 58 monitoring sta-
tions were downloaded from QualAr (www.qualar.apambiente.
pt). Hourly temperature data at 23 spatial locations were made available
by Instituto Português do Mar e da Atmosfera (https://www.ipma.
pt/). Daily series were obtained from the maximum daily values, when
at least 75% of hourly observations were available at a given day, other-
wise were obtained through 1-NN imputation. Temperature series were
matched to each spatial location based on their geographical proximity
(measured with euclidean distance). All hospital admissions episodes reg-
istered in Portugal (2005-2017) were provided by Administração Central
do Sistema de Saúde (http://www.acss.min-saude.pt). For
each spatial location, the daily number of hospital admissions due to res-
piratory causes was recorded as the count of episodes connected with res-
piratory system diseases’ (ICD-9:460–519 and ICD-10:J00-J99) from pa-
tients with address within the 20km influence circumference.

Figure 1: Hospital Admission time series at Valongo, Portugal.

2.2 INGARCH models

The INGARCH process (Yt) assumes that the conditional distribution of
Yt is Negative Binomial i.e.,

Yt |F t−1 ∼ NB(λt ,φ), (1)

where λt := E(Yt |Ft−1) and φ ∈ (0,∞) represents the dispersion param-
eter. Note that Var(Yt |Ft−1) = λt +λ 2

t /φ so, the limiting case φ → ∞ is
the Poisson distribution with parameter λt . In this formulation,

Ft−1 := σ( Ys, XXX s+1, s ≤ t−1 ) (2)

expresses the joint history of the process (up to time t−1) and covariates
(up to and including time t). Also, the conditional expectation λt satisfies
the recursion

g(λt) = β0 +
p

∑
k=1

βk g̃(Yt−k)+
q

∑̀
=1

α` g(λt−`)+ηηηT XXX t , (3)

where p and q are the INGARCH model orders, β0 > 0,βk ≥ 0, α` ≥ 0,
∀k,` and ∑p

k=1 βk +∑q
`=1 α` < 1. The latter condition ensures the station-

ary of the INGARCH process. Also, the link function g : R+ → R and
the transformation function g̃ : N0→ R were set as the natural logarithm
function, to easily accommodate covariates into the model [5]. Finally,
XXX t = (Xt,1, . . . ,Xt,r)

T is a time-varying r-dimensional covariate vector for
each time t and ηηη := (η1, ...,ηr)

T is the parameter vector of the covariates
coefficients. The estimation of INGARCH coefficients require a fixed or-
der p and q. Optimal (p,q) pairs were chosen by AIC minimisation, vary-
ing from 0 to 7 in order to accommodate several INGARCH-like struc-
tures and include terms related with the presence of weekly seasonality.
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2.3 Block-Forward and optimal lag selection for covariates

The block-forward (BF) selection method allows the automatic selection
of significant covariates in XXX t . In the conventional forward method, e.g.
used in linear regression, covariates are sequentially added to the model
according to their statistical significance. In the BF method, the covari-
ates are organised in blocks, where each block includes the covariates that
are expected to induce a similar effect on Yt . Consequently, the covariates
in the same block are also expected to be correlated. For each block, the
significant covariate leading to the lowest AIC model enters the model, as
long as the other covariates remain significant (at 5% significance level).
The order of the blocks is presented in Fig. 2 and reflects the current
knowledge on the effect of temperature and air pollutants on hospital ad-
missions [1]. In the BF implementation, two approaches were considered
in the computation of the optimal lag between each covariate and Yt . The
fixed lag (FL) approach considers the covariate lag as that maximising the
absolute values of the sample cross-correlation between the covariate and
Yt . And, the changeable lag (CL) approach that selects the optimal lag in
which the BF conditions for a covariate to enter the INGARCH model are
optimised. In practice, the implementation of FL and CL approaches is
quite similar: while the FL approach considers the same number of can-
didates and covariates in one block, the CL approach considers that the
number of candidates in one block is equal to the number of covariates in
that block times the number of lags to be tested (in this case 8, from 0 to
7). Taking the example of block 2, FL approach tests up to 2 candidates
to enter the model while CL approach will test up to 16 candidates. Note
that, in both approaches, one candidate per block is selected at most.

Figure 2: Blocks of covariates in the block-forward approach.

3 Results

The constructed INGARCH models were compared with respect to the
number of selected covariates, the corresponding coefficients estimates
and the chosen lags. Figure 3 shows the number of selected covariates out
of the available for both approaches. Overall, CL models select more co-
variates than FL models. As an instance, temperature is selected in 54/58
CL models compared to 41/58 in FL models. Also, air quality covariates
are more often selected in CL than in FL models. The median number
of covariates included in the FL and CL models is, respectively, 2 and 3
covariates. Overall, both approaches show that air quality covariates are
significantly associated with daily hospital admissions, beyond the well-
established effect of temperature [6].

FL CL

Figure 3: Barplot of the number of selected (dark grey) over the number
of available (light grey) covariates for the 58 spatial locations analysed.

FL CL

Figure 4: Distribution of the scaled coefficients at the 58 spatial locations.
Boxplots are shown when there are at least 15 locations.

Lag Temp PM10 NO2 O3 CO
FL CL FL CL FL CL FL CL FL CL

0 0.0 27.8 10.0 8.0 68.8 5.9 10.0 19.0 0.0 0.0
1 0.0 5.6 10.0 12.0 0.0 11.8 10.0 19.0 0.0 0.0
2 0.0 5.6 20.0 24.0 0.0 17.6 0.0 9.5 0.0 20.0
3 0.0 14.8 0.0 20.0 0.0 17.6 0.0 23.8 0.0 20.0
4 4.9 13.0 20.0 16.0 0.0 5.9 0.0 9.5 0.0 30.0
5 12.2 13.0 30.0 8.0 0.0 0.0 0.0 4.8 0.0 10.0
6 4.9 11.1 10.0 0.0 12.5 5.9 0.0 9.5 50.0 10.0
7 78.0 9.3 0.0 12.0 18.8 35.3 80.0 4.8 50.0 10.0

Total (%) 100 100 100 100 100.0 100 100 100 100 100
Total (N) 41 54 10 25 16 17 10 21 4 10

Table 1: Distribution of the chosen lags according to FL and CL approach.

Figure 4 displays the distribution of the estimated scaled coefficients (i.e.
coefficient divided by its standard error) for each covariate. Temperature
and O3 are negatively associated with respiratory hospital admissions,
whereas the remaining air pollutants are, in general, positively associ-
ated. The magnitude of the coefficients and, the overall direction of the
association are similar for both approaches. Hence, there is no major im-
pact on the quantification of the covariate effect between approaches.
Table 1 shows the distribution of the chosen lags for some of the covari-
ates analysed (Temp, PM10, NO2, O3 and CO) according to each ap-
proach. There is some variability in the proportion of selected lags de-
pending on the approach. For instance, while lag 7 is the preferred for
Temp (78.0%) in the FL approach, lag 0 (27.8%) and lag 3 (14.8%) are
the most frequently chosen in the CL approach. It is worthy to mention
that CL models have, on average, lower AIC (< 20 units). Recall that the
AIC criterion is a trade-off between information and number of covariates
in a model (where increased number of covariates is penalised). Thus, the
information of the covariates added pay-off the increase in complexity.

4 Conclusion

Despite the CL approach choosing more variables and different lags, the
coefficients estimates remain similar for the covariates between approaches.
However, the AIC of CL models is lower than that of FL models, indicat-
ing that the amount of information introduced by the additional variables
in CL models pays-off the increased number of variables. Thus, tuning
the lag during covariate selection is more advantageous as it increases the
model performance. The trade-off is that the CL approach is computa-
tionally more demanding as both the covariates and their lagged versions
are tested in the BF algorithm, which is an important aspect to consider
when performing such analysis. Either way, an adequate modelling strat-
egy is essential to assist in hospital planning and resources management
and, ultimately, to contribute to better health/environmental policies.
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